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INTRODUCTION

Due to methodological limitations neural function is mostly studied under open-loop
conditions. Normally, however, nervous systems operate in closed-loop where sensory
input is processed to generate behavioral outputs, which again change the sensory input.
Here, we investigate the closed-loop responses of an identified visual interneuron, the
blowfly H1-cell, that is part of a neural circuit involved in optomotor flight and gaze
control. Those behaviors may be triggered by attitude changes during flight in turbulent
air. The fly analyses the resulting retinal image shifts and performs compensatory body
and head rotations to regain its default attitude. We developed a fly robot interface to
study H1-cell responses in a 1 degree-of-freedom image stabilization task. Image shifts,
induced by externally forced rotations, modulate the cell's spike rate that controls counter
rotations of a mobile robot to minimize relative motion between the robot and its visual
surroundings. A feedback controller closed the loop between neural activity and the rotation
of the robot. Under these conditions we found the following H1-cell response properties:
(i) the peak spike rate decreases when the mean image velocity is increased, (i) the
relationship between spike rate and image velocity depends on the standard deviation
of the image velocities suggesting adaptive scaling of the cell’s signaling range, and (iii)
the cell's gain decreases linearly with increasing image accelerations. Our results reveal
a remarkable qualitative similarity between the response dynamics of the H1-cell under
closed-loop conditions with those obtained in previous open-loop experiments. Finally, we
show that the adaptive scaling of the H1-cell’s responses, while maximizing information on
image velocity, decreases the cell's sensitivity to image accelerations. Understanding such
trade-offs in biological vision systems may advance the design of smart vision sensors for
autonomous robots.

Keywords: brain machine interface, optomotor control, closed-loop system, blowfly, electrophysiology, optic flow,
motion vision

scale air vehicles (Hyslop and Humbert, 2010; Hyslop etal., 2010).

In recent years an increasing interest has emerged to apply bio-
logical principles of signal processing and control design to
autonomous robotics. An enormous body of behavioral and physi-
ological data accumulated over several decades on how the nervous
system, mostly of insects, uses sensory signals for motor control
(e.g., review: Taylor and Krapp, 2007) led to a significant growth in
biomimetic robotics (Floreano et al., 2009; Srinivasan, 201 1; Srini-
vasan etal., 2012). The major drive for this development comes
from two directions: engineers are keen to exploit biology for the
design of new robust as well as adaptive sensor and control sys-
tems, while neurobiologists are interested in robotics as a tool to
validate their experimentally derived functional principles (Webb,
2008; Barth et al., 2012)

A prominent example of the joint venture between neurobiol-
ogists and engineers is the application of functional principles
of insect vision to guidance, navigation, and control in aerial
robotics (Srinivasan et al., 2012). Discoveries on how flies and bees
process visual motion information to estimate their self-motion
and control their flight has sparked a number of projects where
the underlying principles were implemented in autonomous small

Although most control systems, both in biology and engineering
operate under closed-loop conditions, many implementations so
far were based on experimental data obtained under open-loop
conditions.

Invertebrate animal models are ideally suited for studying the
response properties of neural control circuits generating move-
ments under both open- and closed-loop conditions. Specifically,
flies display a broad repertoire of visually guided behaviors includ-
ing gaze and flight stabilization reflexes which can readily be
quantified at both the behavioral and the electrophysiological level.
Visuo-motor stabilization behaviors or optomotor reflexes have
been extensively studied at the behavioral level under both open-
and closed-loop conditions (Gotz, 1964, 1968; review: Heisen-
berg and Wolf, 1993). Correspondingly, a great deal is now known
about the open-loop response properties of a population of visual
interneurons in flies, the lobula plate tangential cells (LPTCs;
review: Krapp and Wicklein, 2008), which contribute to the control
of optomotor reflexes (review: Hausen, 1993). However, with
only a single exception (Warzecha and Egelhaaf, 1996), studies on
LPTC response properties were all carried out under open-loop
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conditions. The specific involvement of the LPTCs in fly visual
stabilization behavior naturally poses the question as to whether
or not response dynamics observed under closed-loop conditions
are comparable with those measured in open-loop.

Here, we compare the open- and closed-loop response prop-
erties of an identified visual interneuron, the H1-cell, which is
part of a neural circuit that provides optomotor reflexes in the
fly (Haag and Borst, 2001). Specifically, we compare the effect
of dynamically changed image velocities and accelerations on the
instantaneous spike rate of the cell under open- and closed-loop
conditions. We report that the response properties are qualita-
tively similar under both conditions and discuss the implication
of our results in the context of fly optomotor reflexes with respect
to potential applications to bio-inspired control design.

MATERIALS AND METHODS

FLY-ROBOT INTERFACE

The closed-loop fly-robot interface (FRI; Figure 1A) uses the H1-
cell of an immobilized fly, placed in front of two cathode ray
tube (CRT) displays, as a sensor that provides an estimate of the
horizontal angular velocity of a visual pattern (spatial wavelength

Asp =11°, contrast &~ 100%). The spike rate of the H1-cell resulting
from pattern motion on the CRT displays was used by closed-
loop feedback controllers to regulate the angular velocity of the
robot (Figure 1B). The robot was positioned on a turntable placed
inside a cylindrical arena lined with a vertically oriented grating
pattern. The dynamic properties of the robot (Arexx Engineering,
ASURO Robot Kit) and the turntable represented the real-world
actuator components of the FRI. Relative motion between the
robot and the visual pattern forced by movement of the turntable
mimicked self-motion of the animal resulting in horizontal pattern
shifts. High-speed cameras mounted on the robot captured the
visual image shifts at 200 fps and presented it on the visual CRT
displays.

ELECTROPHYSIOLOGY RECORDINGS

Experiments were carried out on 2-3 day old female blowflies,
Calliphora vicina. Each animal was immobilized and its symmet-
rical deep pseudo-pupil (Franceschini, 1975) was used to align
the head with respect to the CRT displays. Two small holes were
cut in the right and left part of the animal’s rear head capsule for
placement of the recording and ground electrodes, respectively.
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FIGURE 1 | The fly-robot interface (FRI) (A) A fly was placed in front of a
visual display consisting of two high-speed CRT displays. Input to the
two monitors were provided by two high-speed video cameras mounted on a
mobile robot. The robot was positioned on a turntable placed inside a
cylindrical arena lined with vertically oriented grating pattern. Robot and
turntable movements were limited to rotations around the vertical axis. Visual
motion as a result of the rotation of the turntable was captured by the
cameras. Electrophysiology recordings from the H1-cell were used to control
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the rotation of the robot. (B) Block diagram of the closed-loop FRI.

Relative motion between the turn-table and the robot, wp-w,, caused spiking
in the H1-cell. The responses of the H1-cell (instantaneous spike rate F), were
used by a controller to compensate for externally generated turntable
movements, by driving the robot in the opposite direction. (C) The F2E
convertor maps F onto the control input E. The piece-wise sigmoid functions,
based on which E was used to update the robot speed V. (modified from
Ejaz etal., 2012).
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Tungsten electrodes were used to record the extracellular spike
rate of the left H1-cell’s telodendritic output arborisation (Krapp
etal., 2001) in the right lobula plate. An amplitude threshold was
used to digitize the spike times at a resolution of 0.1 ms. The dig-
itized spikes were convolved with a causal half-Gaussian kernel
(o = 0.05 ms) to obtain an estimate of the instantaneous spike
rate, F. The instantaneous spike rate, F, is considered to reflect the
visual motion (w, — w;) under closed-loop conditions and was
used as an input for the two closed-loop controllers described in
the section below. A video protocol of the fly preparation can be
found in Ejaz etal. (2011a).

CLOSED-LOOP CONTROLLERS

For the controller, a non-linear transformation (F2E converter)
and a feedback gain (Kj,) were applied to the instantaneous spike
rate, F, in order to obtain an 8-bit value (V;), which was used to
modulate the robot’s angular velocity (w,; Figure 1B). F depends
on pattern motion determined by the difference between the
turntable and the robot angular velocities. The F2E converter
converts F into the control input E, based on piece-wise sigmoid
functions for 0 < F < Fs and for Fs < F < Fp.x where F
and Fpax represent the spontaneous and maximum spike rates,
respectively (Figure 1C). £ Ep,,y represents the upper and lower
8-bit values, over which the robot speed is modulated. Using this
controller, the robot speed is updated by:

Vit +1) = K, - E+ Vi(). (1)

Prior to the closed-loop experiments, both F; (mean + SE:
19.67 + 2.3) and Fyhax (mean =& SE: 78 =+ 4.27) were determined
in open-loop conditions for each fly, using three trails of 5 s stim-
ulation without and with image motion in the preferred direction
(PD) of the H1-cell, respectively.

As shown below in more detail, we used two different con-
trollers to close the loop between the visual motion (wp — w;)
observed by the fly and the instantaneous spiking rate, F, of its
H1-cell. The first one is a static gain controller, which consisted of
a fixed feedback gain K, and an F2E converter with constant Fax
(Ejaz etal., 2011a,b). This controller belongs to the class of linear
feedback controllers in which the control effort is proportional to
the error being controlled for. In our case, the updated robot speed
is proportional to the visual motion error (Eq. 1) under closed-
loop conditions. Note, that an equivalent proportional controller
was previously used by Warzecha and Egelhaaf (1996), to generate
a feedback signal based on the differential activity of two H1-cells
under closed-loop conditions. In the second controller, the con-
dition of a fixed feedback gain was relaxed in order to obtain an
adaptive gain controller. In order to achieve an adaptive feedback
gain, every 50 ms, the maximum spike rate, Fy,x is updated over
a historical time window of length A T,s. Continuously updating
Fmax scaled the sigmoid mapping between F and E during motion
in the PD (F; < F < Fpn,y; Figure 1C) of the H1-cell, where the
updated value for the robot speed was calculated with K, = 1
in Eq. 1. This scaling method provided the basis for the adap-
tive feedback gain, and was motivated by a neural coding strategy
proposed by Laughlin (1994).

Once a value for the updated robot speed is estimated using
either controller, it is transmitted to the robot via Bluetooth. As

a result, the robot speeds up or down in order to correct for the
visual motion error.

CLOSED-LOOP EXPERIMENTS
We carried out two closed-loop experiments using the setup
described above.

Constant input with static gain controller
In order to determine the input/output relationship for the H1-
cell, we applied a constant angular velocity for 12.5 s set to

0°/s for 0 <t<25s,

144°/s for 25s<t<15s,
and used the static gain controller to close the loop.

We measured the cell’s spike rates (F) and the image velocities
(wp — wy) for five flies with four different values of K, in a total
of 111 trials (12 trials for K, = 0.01, 24 trials for K, = 0.1, 15 trials
for K, = 0.5, and 60 trials for K, = 1.0) and discretized them at a
rate of 100 Hz.

Figure 2A shows the spike rate of the H1 cell plotted against
the image velocity. A sigmoid function was fitted (least square fit)
to the data shown in the plot:

A

e T ©)
where A is the upper asymptote which captures the peak spike rate
and B is the growth parameter which determines the slope of the
function. We use the fitting parameters A and f to evaluate the
effect of different image velocities on the input—output relation-
ship of the H1 cell. Larger values of A correspond to larger peak
spike rates the cell generates for a given image velocities over the
trial. The value of 8 specifies the slope of the function. Smaller val-
ues of B correspond to shallower and steeper slopes of the function
converting image velocity into spike rate.

Sinusoidal input with adaptive gain controller

In order to determine the frequency response of the H1-cell, we
applied sinusoidal angular velocities wp, = 72[sin(2IIf;t) + 1]
to the closed-loop system, where the input frequency f cov-
ered a range of 0.03 < f; < 1.0 Hz, and updated the adaptive
gain controller based on estimation time windows, ATy, =
[0.05, 0.10, 0.15] (N = 5 flies), to close the loop. In previous
work, we showed that the adaptive gain controller has a higher
cut-off frequency as compared to the static gain controller with the
corresponding frequency response gains for the two controllers
being approximately equal (Ejaz etal., 2012). The adaptive gain
controller was therefore chosen primarily because it allowed us
to obtain H1-cell responses over a wider range of frequencies as
compared to the static gain controller.

At each input frequency, f;, the amplitude (power spectral den-
sities) and phase for the H1 input (w, — o), Gj and P;, and those
for the H1 output (spike rate F), G, and P,, were calculated using
a periodogram. Sequences were pre-multiplied with a Hamming
window equal to the length of the sequence. The obtained gain

(%) and phase (P, — P;) are shown in Figures 4C,D, respectively.
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FIGURE 2 | (A) Experimental measurement showing the input—output
relationship for the H1-cell under closed-loop conditions (blue) and its
least-squares sigmoid fit (A = 2.68, B = 0.29) (red), obtained from the fly
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robot response with the static gain controller (Kp = 0.1) and sinusoidal input
(f; = 0.03 Hz). For further explanation see text. (B) Distribution of the image
velocities observed in closed-loop is approximately Gaussian.

RESULTS

We performed two experiments (described in Materials and Meth-
ods) in order to determine whether the responses of the H1-cell
were different under open- and closed-loop conditions.

EFFECTS OF THE MOMENTS OF THE IMAGE VELOCITY DISTRIBUTION
ON THE H1-CELL INPUT-OUTPUT RELATIONSHIP UNDER OPEN- AND
CLOSED-LOOP CONDITIONS

The input—output relationship of the H1 cell, i.e., the relationship
between the image velocity (input) and the spike rate (output)
was obtained for different gains, K, of the static gain controller
using a constant angular velocity (Figure 2A). Here, the spike
rate was normalized by its mean over each trial. The obtained
input—output relationship for the H1-cell can be approximated
by a sigmoid function, as was suggested by Brenner etal. (2000)
for the open-loop experiments, although the variability of the
H1-cell response turned out to be much larger under our closed-
loop conditions. The highly variable responses are possibly due
to the non-stationarity of the image velocity distributions dur-
ing closed-loop experiments. The image velocities previously used
under open-loop conditions by Brenner etal. (2000) and Fairhall
etal. (2001) were generated from a normal distribution with zero
mean and fixed standard deviation for the duration of each trial,
over which the spike rate was measured. In our closed-loop exper-
iments, however, the image velocities observed by the fly depended
on the performance of the FRI in minimizing the retinal slip
speeds (wp — w;). During the course of a closed-loop trial, the
performance of the FRI typically varied between perfect image
stabilization and short periods of high image velocities. Therefore,
while the overall image velocities observed by the fly during a trial
are normally distributed (Figure 2B), the standard deviation of
the image velocities, when calculated over a shorter time interval,
are constantly changing during a trial resulting in a highly variable
input—output relationship of the H1-cell (Figure 2A).

To characterize the H1-cell response under closed-loop con-
ditions, we initially measured the first (mean p) and second
(standard deviation oy) moments of the input, i.e., the image
velocity observed by the fly (Figure 3A). Increasing the feedback
gain K, monotonically increases both Ly and oy. The increase
in oy can be explained by control oscillations particularly pro-
nounced for high feedback gains (Ejaz etal., 2011a). Such control
oscillations are not specific to the FRI, but have also been observed
as yaw torque fluctuations during closed-loop optomotor tasks in
Drosophila (Mayer, 1989; Wolf and Heisenberg, 1990; Warzecha
and Egelhaaf, 1996). The increase in p, can be explained by the
fact that we use a single H1-cell for closed-loop control. Ideally, a
fly would attempt to maintain optomotor equilibrium by balanc-
ing clockwise and counter-clockwise rotations so that the observed
image motion is minimized. The two H1-cells would contribute
sensitivity to motion in opposing directions based on which the
optomotor equilibrium is maintained. However, when a single H1-
cell is used for closed-loop control, the optomotor equilibrium is
un-balanced which in turn leads to an increased value of jL,. An
un-balanced optomotor equilibrium does not, however, seem to
have drastic behavioral consequences for the fly. In a behavioral
study, Kern and Egelhaaf (2000) occluded one eye in Lucilia and
measured the turning responses in both freely flying and walking
flies inside a visual arena. The authors concluded that it was hard to
tell from the turning responses that the fly had been limited to the
use of monocular vision and that while the flies exhibited a slight
turning preference toward the stimulated eye (i.e., increased |Ly),
no such asymmetry could be observed in individual responses. As
a result, while increasing L, decreases the overall performance of
image stabilization under closed-loop, it does not affect the con-
clusions that can be drawn regarding the response properties of
the H1-cell.

After characterizing the input to the Hl-cell by its standard
deviation and mean, we investigated the effect of o, on the cell’s
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deviation of the image velocities (C) Normalizing the image velocities in (B) by
their corresponding standard deviations results in response functions with
similar slopes (around oy = 0 deg/s). The respective peak spike rates
(normalized), however, remain unchanged.

response properties. Its input—output relationship has previously
been shown in open-loop measurements to adapt to the standard
deviation, o,, of the input image velocity distribution (Brenner
etal., 2000; Fairhall etal., 2001). Large values of o, cause the
input—output function to expand along the x-axis (image veloc-
ity) leading to a shallower slope, i.e., smaller value for f, for the
response function. In comparison, small values of oy cause com-
pression along the velocity axis resulting in a steeper slope for
the response function and consequently a higher value for . Our
experiments show that the response function also scales in pro-
portion to the standard deviation of the image velocity under
closed-loop conditions (Figures 3B,C). As reported by Brenner
etal. (2000) for open-loop condition, normalizing the input-—
output relationship by the standard deviation removes differences
in cell’s adaptation properties under closed-loop condition as well
(Figure 3C).

Note however, that this normalization does not change the
peak spike rate, A, in our closed-loop experiments (Figure 3C),

suggesting that the peak spike rate of the H1-cell may be controlled
by another moment of the image velocity distribution, possibly its
mean. Further open-loop experiments on the H1-cell have shown
that increasing either the mean (Reisenman etal., 2003) or the
standard deviation (Borst etal., 2005) of the image velocity results
in a decrease of its peak spike rate. In our closed-loop experi-
ments, an approximate 2-fold increase in the standard deviation
(from oy = 16.0 deg/s to o, = 28.5 deg/s) results in a spike rate
deduction of approximately 18% (Figure 3C). Such a decrease is
larger than it would be predicted for an increased standard devia-
tion under open-loop conditions (Borst et al., 2005). This suggests
that the peak spike rate of the H1-cell under closed-loop condi-
tions depends on both the mean and the standard deviation of the
image velocity.

The effects of the moments of the input distribution on the
spike rate of the H1-cell for the open- and closed-loop conditions
are highly similar in that (i) the H1-cell response is adjusted to
the standard deviation of the image velocity and (ii) the H1-cell
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decreases its peak spike rate when mean and standard deviation of
the image velocity distribution are increased.

EFFECTS OF INCREASING IMAGE ACCELERATIONS ON THE GAIN OF THE
H1-CELL RESPONSE UNDER OPEN- AND CLOSED-LOOP CONDITIONS

In the second experiments, we induced sinusoidal angular veloc-
ity perturbations into the closed-loop system, while varying the
length of the spike rate estimation time window ATy for the
adaptive gain controller. For each trial, the resulting closed-loop
image velocities (Figure 4A) and H1-cell spike rates were recorded
to investigate the cell’s frequency response.

The gain of the Hl-cell decreased linearly with increasing
input frequencies, with a gradient of approximately 8-9 dB/dec
(Figure 4B). The linear decrease in gain with frequency did not,
by and large, depend on the time window A Ty for the adaptive
controller. The corresponding phase (Figure 4C) of the H1-cell
decreased from approximately 35 at a frequency of f; = 0.03 Hz
to around 0” for f; > 0.03 Hz.

We are tempted to argue here that, under closed-loop condi-
tions, the frequency-dependent decrease of the H1-cell response
gain (Figure 4C) is related to the increase in image acceleration.
For the sinusoidal image velocity perturbations we used in the
second experiment, the increase in the input frequency, f;, leads
to an increase in the image acceleration. Therefore, the gain plot
of the Hl-cell (Figure 4B) represents the relationship between
the cell’s spike rate and the image accelerations under closed-loop
conditions and suggests that the response gain of the cell decreases
for increasing image acceleration. Such an approximately linear
decrease in response gain of the cell with increasing accelerations
was also observed under open-loop conditions (Borst et al., 2005).

The effects of increasing the frequency on the moments of
the image velocity distribution are shown in Figures 4D,E. As
the frequency increased, o, increased from around 28° to 46°/s
(Figure 4D) and the peak spike rate decreased (Figure 4E). Actu-
ally, the decrease in the peak spike rate is largely the result of
the increase in oy, as the corresponding mean (L) of the image
velocities is very close to 0°/s for the frequency range we examined
(Figure 4D). It should be noted that increasing oy is equivalent to
increasing the image velocity amplitudes and therefore produces
higher image accelerations, which in turn decreases the response
gain of the cell.

DISCUSSION

THE FRI AS A CLOSED-LOOP EXPERIMENTAL SYSTEM

The use of a robotic controller to understand animal behavior
provides real-world physical interactions typically missing from
modeling studies where a low-pass filter is used to describe the
dynamics of the fly flight motor system. As argued by Webb (2006),
this lack of physical interaction would mean that complex motion
dynamics such as slipping due to friction cannot be accounted
for in the computer model. Indeed, recent work by Dickson etal.
(2010) showed that both body-inertia and -damping play a sig-
nificant role in the dynamics of saccadic yaw turns in Drosophila
flight. While the configuration of the fly in such a closed-loop
experimental setup is far removed from conditions during natural
flight, the stimulus velocity distributions observed by the fly in the
FRI are within range of those used in previous measurements of

the H1 cell under open-loop conditions (Warzecha and Egelhaaf,
1996; Brenner et al., 2000; Borst, 2003; Borst et al., 2005).

While H1-cell responses have been studied extensively under
open-loop conditions (e.g., Maddess and Laughlin, 1985; Brenner
etal.,2000; Borst, 2003; Reisenman et al., 2003), this paper presents
the first study of the cell’s response properties for a variety of
image velocity profiles under closed-loop conditions. Our FRI
was used to generate dynamic visual stimuli, i.e., sinusoidal and
constant image velocity perturbations to drive the responses of the
H1-cell.

In a pioneering study, Warzecha and Egelhaaf (1996) obtained
electrophysiology recordings from both the ipsi- and the contra-
lateral H1 LPTC’s while the fly compensated for externally
imposed visual motion under closed-loop conditions. In that
study, however, comparatively small and constant image veloci-
ties (18) were used and thus there was little or no modulation
of the image accelerations presented to the H1-cells. As a result
Warzecha and Egelhaaf (1996) characterized the cell’s closed-loop
responses only for a rather narrow velocity profile, compared to
the dynamic visual stimuli generated by our FRI. While they found
the responses of the cell to decrease as the image velocity increased
which is in agreement with our findings — they did not observe
the dependence of the H1-cell responses on image accelerations
we report here.

A limitation of our experiments was that only the activity of
one H1-cell had been considered for closed-loop control. During
walking and free-flight, a fly receives information about its yaw
rotation from both the ipsi- and the contra-lateral H1-cells. Using
only the activity of a single cell for visual stabilization reduced
the fly’s sensitivity to yaw rotations. Given that the peak spike
rate of the H1-cell has been found to decrease strongly with an
increase of the mean image velocity, in both open- (Reisenman
etal,, 2003) and closed-loop (Figure 3B) measurements, one key
function of two H1-cells could be to keep the fly in optomotor
equilibrium by trying to minimize the mean image velocity. Such a
strategy of minimizing the mean image velocity would remove any
restrictions on the peak spike rate of the cell. This in turn would
be advantageous as the fly would remain sensitive to differences in
image velocities as opposed to absolute values, which appears to be
a general feature of biological sensing (Taylor and Krapp, 2007).

Our results with the FRI show that the open- and closed-loop
responses are qualitatively similar, in the sense that the H1-cell
maximizes the information transmitted about the image velocity
distribution by adapting its input—output relationship (Brenner
etal.,2000; Figures 3B,C). We found in addition that higher image
acceleration, as a result of increased standard deviation of the
image velocity distribution, decreases the gain of the H1-cell. It
is important to note that this dependence is not the result of the
dynamic properties of the robot or the turntable. This is because
the decrease in the H1-cell response gain is too large (8-9 dB),
even for small changes in acceleration (between 0.03 and 0.3 Hz),
to be explained by the frequency response of either the robot or
the turntable (Ejaz etal., 2011b, 2012).

In the following we will discuss our findings in more detail with
an emphasis on coding of visual motion information optomotor
control and the translation of closed-loop results into biomimetic
applications.
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THE DECREASE IN THE RESPONSE GAIN FOR INCREASING IMAGE
ACCELERATION IS A DIRECT CONSEQUENCE OF THE ADAPTIVE
SCALING PROPERTY OF H1
Akey finding of our closed-loop experiments we report here, is that
the decrease in sensitivity to image accelerations is a direct result
of the H1-cell’s adaptive scaling property. To the extent of our
knowledge, this relationship has not been explicitly highlighted
previously in open-loop measurements and is discussed below.
Figure 5 shows how the H1 cell decreases its sensitivity to
acceleration by scaling its response range to fit that of a wider
image velocity distribution. Increasing the standard deviation of
the image velocities results in a decrease in the gradient, B, of the
cells input—output function (Figures 5A,B). This decrease in f
directly results in a linear decrease in the peak acceleration sen-
sitivity of the cell (Figures 5C,D). Furthermore, this decrease
in sensitivity to acceleration is linear. The adaptive re-scaling
of the Hl1-cell responses which maximizes information transfer,

apparently comes at the expense of a reduced sensitivity to image
acceleration. It is tempting to speculate that the trade-off between
maximizing information transmission related to the input image
velocity and the reduced sensitivity to acceleration might reflect
a more general strategy preferred during the evolution of sensory
systems. While in the visual system a decreased sensitivity to accel-
eration might be partly compensated for by signals from other
sensory modalities (e.g., the halteres), a decrease in information
transmission would be detrimental for the neural representation
of visual motion. Given that neurons are required to process infor-
mation under very strict energy constraints (Laughlin etal., 1998;
Laughlin, 2001), inefficiencies in neural coding might come at a
high evolutionary cost. In addition, inefficient coding at the sen-
sory system level will most certainly propagate downstream to
produce inadequate motor outputs. Altogether, a loss of accel-
eration sensitivity as a result of adaptive re-scaling might be a
comparatively small cost to pay.
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decreases the gradient at the point oy = 0 deg/s (D) and this decrease is
linear. This reduction in gradient of the H1-cell input-output function
represents a decrease in sensitivity to changes in the image velocity i.e., a
decrease in sensitivity to image acceleration. The results show that
increasing oy directly decreases the sensitivity of the H1-cell to image
accelerations.
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The dependence of the H1-cell frequency response on image
acceleration is also found to be qualitatively similar for open- and
closed-loop studies. In earlier work, Brenner etal. (2000) showed
that the altering the image velocity or acceleration resulted in a
modulation of the responses of the H1 cell under open-loop con-
ditions. In subsequent studies open-loop studies, the gain of the
HI1 cell was proposed to depend on acceleration and other higher-
order time derivatives of image velocity (Borst, 2003; Borst etal.,
2005). Specifically, the responses of the H1 cell decreased as a
result of increasing image accelerations, which is also what we
report under closed-loop conditions (Figure 5).

Our results also show that the acceleration sensitivity of the H1-
cell is highest while there is little or no pattern motion (o, = 0%/s,
Figure 6C). This is clearly advantageous for the fly, as it enables

the H1-cell to respond more quickly to image motion that rapidly
changes from null direction to PD, as Lewen etal. (2001) proposed
earlier.

While maintaining a high sensitivity to acceleration, i.e., high
value of B, might make sense intuitively, it comes with potential
risks. An input—output response function with a high value of
means that very small changes in angular velocity result in large
changes of spike rate. p therefore partly determines the forward
gain in the motion vision pathway of the system. The potential
risk, however, is that with a high forward gain in combination
with inherent noise in the system may easily drive the responses
of downstream neural circuits into saturation. Additionally, if the
feedback gain (on top of the forward gain of the H1 cell) is too
high and control delays are too long, then the feedback control

FIGURE 6 | H1 and HSE receptive fields and horizontal network
connections. (A) Top row shows monocular and binocular receptive

fields of the H1 and the HSE LPTCs, respectively. The insets show the
dendritic arborization patterns of both cells in the left lobula plate as well as
the HSN LPTC in the right lobula plate. The dendritic input arbourizations and
the telo-dendritic output arborizations of the H1 cell are connected via a thin
axon that transmits visual motion information from the left to the right lobula
plate using action potentials. The HSE and the HSN cells arborize in the
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equatorial and the north sections of the lobula plate, respectively

(modified from Krapp etal., 2001). (B) The connectivity in the

network of LPTCs sensitive to horizontal motion. Excitatory and

inhibitory interactions are depicted with open triangles and filled circles,
respectively. The HSE and HSN cells receive excitatory input from the
contralateral H1 and H2 cells and project onto descending neurons which in
turn supply the neck and flight motor systems of the fly (modified from Krapp
etal., 2001).
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system is in danger of becoming instable. In this context, decreas-
ing sensitivity to acceleration by having a lower response gain for
increasing frequencies is possibly advantageous from a control the-
oretic point of view and this argument is discussed in the following
section.

SIMILARITY IN H1-CELL RESPONSES UNDER OPEN- AND CLOSED-LOOP
CONDITIONS AND ITS IMPLICATIONS FOR OPTOMOTOR CONTROL

As a hetero-lateral neuron, the H1 cell helps disambiguate between
rotation- and translation-induced optic flow as it is completely
inhibited during forward translation but excited during yaw rota-
tions. The cell also provides excitatory input to the HSE and HSN
cells (Figure 6), two major output neurons of the visual system
that respond to visual motion with a graded modulation of their
membrane potential (Hausen, 1976, 1982). By connecting to the
contralateral HSE and HSN cells, it makes the response of these
output cells more specific to yaw rotation. Therefore, the response
properties and connectivity of the H1 cell make it an important
neuron in the optomotor pathway of the fly.

It is by no means trivial that the response of the H1-cell to
the moments of the image velocity distribution (mean, stan-
dard deviation, acceleration), are highly similar under open-
and closed-loop conditions. This similarity may reflect the way
in which the sensory-motor control loops are organized in
the fly.

One particular model of the sensory-motor control loop in
the fly proposed by Warzecha and Egelhaaf (1996) and Borst et al.
(2005) does not require sensory feedback to explain the non-linear
response properties of the H1-cell. In this model, the non-linear
properties of the H1-cell and the LPTCs in general, can be pre-
dicted solely based on the properties of the Reichardt (1987)
elementary movement detector (EMD). Warzecha and Egelhaaf
(1996) suggested that the reduced gain of the H1-cell at higher
image velocities is the result of intrinsic response properties of
EMDs. Similarly, Borst etal. (2005) showed that an EMD model
could explain the dependence of the H1-cell responses to the stan-
dard deviation and the autocorrelation time constant of the image
velocities. In both cases, no feedback signals were required to
explain the non-linear response properties of the H1-cell, which
were suggested to be based on the computational structure of
the EMD model. This particular model of control architecture is
closely linked to that proposed by Wehner (1987) who argued that
architecture and response properties of invertebrate sensory sys-
tems reflect a detailed model of the physical world. If the model
is true, no feedback signals are necessary and H1-cell responses
under closed-loop are simply the result of EMD properties, readily
observable under open-loop conditions.

An alternate control architecture involves forward models, in
which a copy of a motor command (efference copy) is used to
subtract those components of the sensory feedback that are due to
the animal’s own action (Chan etal., 1998; Wolpert and Ghahra-
mani, 2000; reviews: Webb, 2004; Krapp and Wicklein, 2008).
Forward models or efference copies have been proposed to explain
the mechanism by which flies adjust their gain parameters when
faced with unexpected visual feedback during an optomotor task
inside a flight simulator (Kirschfeld, 1989). One possible expla-
nation for the similarity of the H1-cell responses under open and

closed-loop conditions could be that in fully restrained animals
an efference copy from the motor system may not be sent to the
LPTCs. Our FRI did not allow us to assess the potential impact
of an efference copy signal. Even though the fly was under closed-
loop conditions, it was immobilized for the purpose of obtaining
electrophysiology recordings which makes it unlikely that the ani-
mal would have generated motor commands similar to those under
free flight conditions. At this point, we can only speculate on which
control architecture, i.e., with or without feedback control at the
level of the LPTCs, best explains the similarity in H1-cell responses
as measured under open- and closed-loop conditions.

Finally, in the context of optomotor control, the frequency
response of the H1-cell (Figures 4C and 5D) imposes certain lim-
itations on fly’s ability to compensate for externally imposed yaw
rotations. For the visual system to contribute to the stabilization
of visual motion, the reduction of gain and cut-off frequency of
the horizontal cells in the lobula plate must be higher than those
of the flight muscles which produce compensatory torque. The
response delay in the motion vision pathway (~30 ms) for the fly
is long compared to other sensory systems like the ocelli (%15 ms)
and the halteres (=10 ms) (Taylor and Krapp, 2007). It would
therefore make sense for the cell’s response not to have a high gain
at high frequencies that would potentially result in instabilities of
the control system as initially proposed by Warzecha and Egelhaaf
(1996). A low gain at high frequencies would be in agreement with
the proposed primary function of LPTCs to mainly compensate
for slow drifts (Collett etal., 1993). In comparison, the halteres
and the ocelli, with their short response delays, would be better
suited to control yaw rotations in the higher dynamic range. The
importance of keeping delays to a minimum within the optomotor
control loop, and in biological control loops, in general (Dickson
etal,, 2010), is also evidenced by our finding that the response
phase of the H1-cell stays close to zero over the tested frequency
range.

The surprising qualitative similarity between closed- and
open-loop data suggest that it is reasonable, in instance first
approximation, to base any implementations of fly inspired (opto-
motor) control design on experimental open-loop data. This could
potentially expedite the translation of biological design principles
in technical applications as methodologically more challenging
closed-loop experiments may not always be required to conclu-
sively characterize the dynamics of neuronal responses. It should
be noted, however, that the present study focused only on a 1 DoF
visual stabilization task. Neuronal closed- and open-loop activity
supporting multisensory control of higher dimensional tasks may
as well show very different response dynamics — in particular if
observed in freely or semi-freely moving animals.
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