
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ORIGINAL RESEARCH ARTICLE
published: 13 October 2014

doi: 10.3389/fneur.2014.00199

A data-driven method to reduce the impact of region size
on degree metrics in voxel-wise functional brain networks
Cirong Liu1† and XiaoguangTian2*†

1 Queensland Brain Institute, The University of Queensland, St Lucia, QLD, Australia
2 Werner Reichardt Centre for Integrative Neuroscience, Tübingen, Germany

Edited by:
Srikantan S. Nagarajan, University of
California San Francisco, USA

Reviewed by:
Jim Voyvodic, Duke University, USA
Anand Joshi, University of Southern
California, USA

*Correspondence:
Xiaoguang Tian, Werner Reichardt
Centre for Integrative Neuroscience,
Otfried-Müller-Straße 25, 72076
Tübingen, Germany
e-mail: xiaoguang.tian@
cin.uni-tuebingen.de
†Cirong Liu and Xiaoguang Tian
contributed equally to this work and
should be considered as co-first
authors

Degree, which is the number of connections incident upon a node, measures the relative
importance of the node within a network. By computing degree metrics in voxel-wise func-
tional brain networks, many studies performed high-resolution mapping of brain network
hubs using resting-state functional magnetic resonance imaging. Despite its extensive
applications, defining nodes as voxels without considering the different sizes of brain
regions may result in a network where the degree cannot accurately represent the impor-
tance of nodes. In this study, we designed a data-driven method to reduce this impact
of the region size in degree metrics by (1) disregarding all self-connections among vox-
els within the same region and (2) regulating connections from voxels of other regions
by the sizes of those regions. The modified method that we proposed allowed direct
evaluation of the impact of the region size, showing that traditional degree metrics over-
estimated the degree of previous identified hubs in humans, including the visual cortex,
precuneus/posterior cingulate cortex, and posterior parietal cortex, and underestimated
the degree of regions including the insular cortex, anterior cingulate cortex, parahippocam-
pus, sensory and motor cortex, and supplementary motor area. However, the locations of
prominent hubs were stable even after correcting the impact. These findings were robust
under different connectivity thresholds, degree metrics, data-preprocessing procedures,
and datasets. In addition, our modified method improved test–retest reliability of degree
metrics as well as the sensitivity in group-statistic comparisons. As a promising new tool,
our method may reveal network properties that better represent true brain architecture
without compromising its data-driven advantage.

Keywords: degree, functional hubs, resting state fMRI, brain network, region growing

INTRODUCTION
The brain can be conceptualized as a complex network with a
few highly connected regions that support neural communication
(1). Over the last two decades, techniques used to character-
ize the brain network have rapidly improved from post-mortem
tracing techniques in animals (2–4) to in vivo brain imaging meth-
ods in humans (5, 6). In particular, researchers have begun to
use the resting-state functional magnetic resonance imaging (rs-
fMRI) to characterize functional brain network at a voxel-wise
spatial resolution (7). In the voxel-wise network, each voxel cor-
responds to a node, and the edge between two nodes is defined
by functional connectivity, which is the temporal correlation of
spontaneous fluctuations of blood oxygenation level-dependent
(BOLD) signals between any two nodes (8). Degree, which is the
number of connections incident upon a node, can measure the
relative importance of a node within a network (9). Using degree
metrics, previous studies identified “functional hubs” that were
highly connected nodes in brain networks (7, 10). This voxel-wise
degree-based method is data-driven, having no need to define any
regions of interest, and has extensive applications in studying brain
network architectures and brain disorders (10–20).

The degree-based method has recently been argued that it may
not accurately represent the importance of nodes in the voxel-wise

functional brain networks (21, 22). Different sizes of functional
regions, which consist of spatially adjacent voxels that show coher-
ent spontaneous BOLD signal oscillations, may affect the voxel-
wise framework. In this framework, a voxel’s degree scales with (1)
the size of the functional region to which it belongs and (2) the
sizes of the functional regions to which it connects. Thus, the hubs
detected by degree metrics tend to be functional regions/systems
that comprise the largest number of voxels. However, degree is
still an indispensable measure in brain network analysis, con-
sidering the fact that the traditional degree-based method has
extensive applications, beyond just the search for hubs. It is there-
fore imperative to consider methods that resolve the drawbacks of
the traditional degree-based method.

In the light of the vacancy, we propose a modified version of
degree-based method that can reduce the impact of region size but
retaining its data-driven advantage. Briefly, this method is achieved
by (1) disregarding self-connections among voxels within the same
region and (2) regulating connections from voxels of other regions
based on the sizes of those regions (Figure 1). The prerequisite of
this strategy is to define the sizes of functional regions. In general,
one way to approach this problem is to refer to anatomical brain
atlases or predefined brain parcellations, but these are either inac-
curate or inconsistent (23–26). Moreover, there is no consensus on
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Liu and Tian Reduce distortion of network hubs

FIGURE 1 |The region-size impact and its correction strategy are shown.
Circles represent nodes, where the network has two connected large
functional regions that each consists of two voxels (blue and purple circles)
and two connected small functional regions that each consists of one voxel
(red and orange circles). Lines represent connections, where gray lines

represent connections from other functional regions, red lines represent
self-connections, and dashed lines represent connections divided by the size
of the functional regions. The number in a circle represents the degree of
centrality. (A,B) show how the voxel’s degree scales with functional region
size, and (C) shows the effective strategy to correct this impact.

how many functional regions the brain contains. Instead, we use a
modified region-growing method to estimate the size of the func-
tional region to which each voxel may belong, and then perform
the above strategy. Our modified method inherits the data-driven
advantage of traditional degree-based method and allows direct
evaluation of this impact of region size. In addition, we also eval-
uate the test–retest reliability and other factors that may influence
degree metrics, including global signal regression (GSR), head
motions, network types (unweighted and weighted), and connec-
tivity thresholds, as well as testing the sensitivity in group-statistic
comparisons. The comprehensive assessment will prove the relia-
bility of our method as a new tool for the degree-based analysis.

MATERIALS AND METHODS
SUBJECTS AND DATA ACQUISITION
Public dataset, NewYork_Test-Retest_Reliability (NY_TRT)1 of
the 1,000 Functional Connectomes Project, was used (27). The
NY_TRT dataset consists of 6.5-min scans acquired from 25
healthy subjects (10 males and 15 females) on a 3-T Siemens
Allegra scanner using an echo-planar imaging (EPI) sequence:
time repetition (TR)= 2000 ms; time echo (TE)= 25 ms;
flip angle= 90°; 39 slices, matrix= 64× 64, field of view
(FOV)= 192 mm; acquisition voxel size= 3 mm× 3 mm× 3 mm.
A high-resolution T1-weighted anatomical image using magneti-
zation prepared gradient echo (TR= 2500 ms; TE= 4.35 ms; flip
angle= 8°; 176 slices, FOV= 256 mm) was also obtained for spa-
tial normalization. There were three scans in the NY_TRT dataset.
Scan 1 was collected 5–16 months (mean± SD= 11± 4) before
scans 2 and 3, which were collected in a single session 45 min
apart. In order to keep the largest head image, six subjects who
did not have half the cerebellum or lost voxels in the top slice of

1http://www.nitrc.org/projects/nyu_trt/

the brain in any of the three scans were excluded from the current
study.

Public dataset, NYU Institute for Pediatric Neuroscience –
Cocaine (NY_Cocaine) of the 1,000 Functional Connectomes
Project was used to test the sensitivity of degree metrics
in group-statistic comparisons. The NY_Cocaine dataset com-
prises 24 healthy subjects and 29 cocaine-dependent subjects.
One 6-min resting state scan was acquired for each subject,
using an EPI sequence on a 3-T Siemens Allegra scanner (180
time points; TR= 2000 ms; flip angle= 90°; 33 slices; voxel
size= 3 mm× 3 mm× 4 mm). Detailed demographic informa-
tion and data acquisition protocols have been described in a
previous publication (28).

DATA PREPROCESSING
Data preprocessing of the NY_TRT dataset was performed using
the Data Processing Assistant for Resting-State fMRI (29), which
was based on the Statistical Parametric Mapping (SPM8)2 and
the Resting-State fMRI Data Analysis Toolkit (30). Functional
images were slice time corrected, after which the time series of
each subject was realigned using a rigid body linear transfor-
mation with a two-pass procedure (registered to the first image
and then registered to the mean of the images after the first
realignment). Individual structural image was co-registered to
the mean functional image by a rigid body linear transforma-
tion without re-sampling. The transformed structural images were
segmented into gray matter, white matter, and cerebrospinal fluid
(31), and transformations from individual native space to MNI
space were computed using the Diffeomorphic Anatomical Regis-
tration Through Exponentiated Lie algebra (DARTEL) tool (32).
Functional images were normalized into MNI space with 4 mm3

2http://www.fil.ion.ucl.ac.uk/spm
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cubic voxels by using transformation information acquired from
DARTEL, and then were denoised by regressing out linear and
quadratic trends, six motion parameters, white matter signals, and
cerebospinal fluid signals. Finally, temporal filtering was applied to
functional images with a band-pass filter (0.01–0.1 Hz). To exclude
artificial correlations from the non-gray matter voxels and reduce
computational cost, we restricted our analysis to a predefined gray
matter mask with gray matter tissue probability >20% (20). No
smoothing was performed in the preprocessing as it would blur the
data, introduce artificial local correlations, and affect the degree
analysis (7, 20). Data preprocessing of the NY_Cocaine dataset was
similar, except that the NY_Cocaine dataset had been provided in
the MNI space. Thus, the spatial normalization was skipped in its
preprocessing.

We also performed different preprocessing procedures to exam-
ine potential confounding factors. As GSR affected correlation
distribution (11, 33), we included global signals as regressors to
evaluate the GSR effect. Besides GSR, recent studies have sug-
gested that head motion affects functional connectivity (34, 35),

thus we also used Friston-24 model to reduce the influence of head
movement. Results with GSR and Friston-24 were similar as the
results without them.

PROPOSED METHOD FOR COMPUTING DEGREE METRICS
After data preprocessing, we performed our modified method
for degree analysis (the flow chart is shown in Figure 2A). The
following steps were carried out on each subject: (1) temporal cor-
relation analysis; (2) spatial correlation analysis; (3) determining
adaptive thresholds for region growing; (4) region growing based
on temporal and spatial correlation, respectively; (5) combining
region-growing results from temporal and spatial correlation to
estimate the sizes of functional regions; and (6) degree analysis.
In what follows, we detailed the methods associated with each of
these steps.

Temporal correlation analysis
The temporal correlation between a pair of voxels was represented
by the Pearson correlation coefficient of their preprocessed time

FIGURE 2 | Flow chart of protocols after data preprocessing is shown.
(A) Protocols after data preprocessing include (1) temporal correlation
analysis, (2) spatial correlation analysis, (3) determining adaptive
thresholds for region growing, (4) region growing, (5) combining
region-growing results and (6) degree analysis. (B) The flow chart for
finding the adaptive threshold. Correlations between the target voxel (V 1)
and its six adjacent voxels are extracted. Negative and extreme low

correlations are first excluded (first filtering) and the remainders are
averaged. Any adjacent voxels with a correlation lower than the average
are further discarded (second filtering). The correlation values between V 1

and its surviving adjacent voxels are again averaged to obtain a threshold
for V 1. This procedure is repeated for every voxel in the brain, and the final
threshold (Ta) for region growing is calculated by averaging the thresholds
of all voxels.
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series (8). The temporal correlation map of each voxel involved its
temporal correlations with all other voxels of the brain.

Spatial correlation analysis
The spatial correlation between a pair of voxels was calculated
by the Pearson correlation coefficient of their whole-brain tem-
poral correlation maps. The spatial correlation map of each voxel
involved its spatial correlations with all other voxels of the brain. As
a spatial correlation was derived from temporal correlation, they
were similar but not identical, reflecting different functional con-
nectivity features. The information used to calculate the temporal
correlation was derived from preprocessed time series, whereas
the information for spatial correlation involved whole-brain func-
tional connectivity patterns. Due to voxels in the same functional
region should not only have high temporal correlation with each
other but also similar whole-brain functional connectivity pat-
terns, we performed region growing on both temporal and spatial
functional connectivity maps for a better estimation of region
sizes.

Adaptive threshold for region growing
We tried to find an adaptive (data-driven) threshold (Ta) for region
growing based on the assumption that the correlation between a
target voxel and its nearest neighbors (six spatially adjacent vox-
els) was higher than that with other distant voxels, thus the target
voxel and its nearest neighbors were more likely to be in the same
functional region. As illustrated in Figure 2B, correlation values
between the target voxel (V 1) and its six spatially adjacent voxels
were computed. Negative correlations and extremely low correla-
tions, which are lower than the mean positive correlation of the
whole correlation matrix were first excluded (first filtering) and
then any adjacent voxels with a correlation value lower than the
average value of the remaining voxels was further discarded (sec-
ond filtering). This two-step filtering can exclude negative and low
correlations and keep high correlations for a better estimation of
Ta. Finally, the correlation values between this target voxel V 1 and
its surviving adjacent voxels were averaged to obtain a threshold
for this target voxel V 1. This procedure was carried out for every
voxel in the brain, and the final threshold (Ta) for region growing
was calculated by averaging the thresholds of all voxels.

Repeated measures ANOVA followed by the Bonferroni mul-
tiple comparison test was conducted to evaluate inter-session
reliability of Ta among the three scans. A paired two-sample t -
test was also conducted between thresholds from data with and
without GSR to evaluate whether Ta was adaptive to different
preprocess strategies.

Region growing
Region growing was performed on every voxel based on the thresh-
old Ta obtaining from above step. The region-growing algorithm
was a modified version adapted from previous studies (12, 15) and
can be summarized as following:

Ci,t+1 =

{
j ∈ Ci,t if rt

(
i, j
)
≥ Ta

j /∈ Ci,t if rt
(
i, j
)

< Ta

where, i∈ brain voxels (a starting voxel of region growing); j∈ 26
spatial adjacent voxels of Ci;“t ”represents the t -th iteration; rt(i, j)

is the correlation between voxels i and j at the t -th iteration; Ta is
adaptive threshold.

Taking a voxel (V 0) as example, voxels within the same func-
tional region as V 0 were defined as cluster C0. Before the first
round of region growing, only V 0 was included in C0, after which
any adjacent voxels of C0 was added to C0 only if its correlation
with V 0 was larger than Ta; otherwise C0 remained unchanged.
This procedure was repeated for all voxels adjacent to C0 iteratively
until no new voxels could be added to C0.

Combining region growing and its evaluation
The procedure of region growing was implemented on both tem-
poral correlation maps and spatial correlation maps, resulting in
two clusters for each voxel. A paired two-sample t -test was used to
test the difference between temporal and spatial region growing,
and the intra-class correlation coefficient (ICC) (36) was used to
examine the similarity between them. Finally, two clusters were
intersected to obtain the combined region-growing results for
degree analysis.

As the locations and sizes of functional regions in the human
brain were largely unknown, we did not have a golden stan-
dard to directly evaluate the performance of the region grow-
ing. Two indices were therefore proposed to indirectly evaluate
region-growing results. The first index was the region-growing
error rate (RGER), which can evaluate how many errors the
region growing had made. The region-growing error was defined
as follows (Figure 3A). Imagine any two voxels (V 1 and V 2)
and their corresponding region-growing clusters (C1 and C2).
If C1 included V 2, V 1 and V 2 would be in the same cluster.
In this case, C2 should also include V 1, otherwise a region-
growing error occurred. The error rate was calculated as the
total region-growing errors divided by the total number of
pairs of voxels. A low error rate represented a good region
growing.

The second index was based on the similarity between two types
of cluster-size maps (Figure 3B). Image a voxel V 1 and its corre-
sponding region-growing cluster C1. The region-growing clusters
of other voxels in C1 would also include V 1, because these voxels
were in the same functional region. If the total number of voxels
in C1 was defined as M 1, and the total number of other clusters
that included V 1 as N 1, a perfect region growing would require
M 1 to be equal to N 1. Based on this criterion, the M and N of all
voxels were calculated, which constituted type I and type II cluster-
size maps. These two types of cluster-size maps for each subject
were standardized by converting to z-scores and were smoothed
with an 8 mm FWHM kernel to improve cross-subject overlap.
The z-score standardization is:

zi = (xi − µ)/σ, 1 ≤ i ≤ N

where, µ and σ are the mean and SD of the result x across all N
voxels.

Finally, the ICC between the two types of maps was calculated
across all subjects. A high ICC means they are similar, representing
a good region growing. The first index (RGER) was a global index,
whereas the second index was a voxel-wise (local) index for the
evaluation of the region growing.
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FIGURE 3 | Illustrations of region-growing error and cluster-size maps are
shown. (A) Imagine any two voxels (V 1 and V 2) and their corresponding
region-growing clusters (C1 and C2). If C1 includes V 2, V 1 and V 2 will be in the
same cluster. In this case, C2 should also include V 1, otherwise a

region-growing error occurs. (B) Imagine a voxel V 1, and its corresponding
region-growing cluster C1. We define the total number of voxels in C1 as M1,
and define total number of other clusters, which includes V 1 as N1; the M
and N of all voxels constitute type I and type II cluster-size maps, respectively.

DEGREE METRICS
A correlation matrix was obtained by computing the Pearson
correlation coefficient between any two voxels using their pre-
processed time series. Before calculating degree metrics, we needed
to define a connectivity threshold (Td) to determine whether
any two voxels were functionally connected. Here, we used the
test–retest reliability of degree metrics to find appropriate Td.
If Td was too low, the test–retest reliability would be compro-
mised because of too many low correlations attributable to sig-
nal noise. A higher Ta would increase the test–retest reliability
by reducing low correlations. However, when Ta was too high
to preserve the real connections, it may reduce the test–retest
reliability.

Based on this assumption, a range of connectivity thresh-
olds were tested from 0.15 to 0.5 with a step of 0.05. As
shown in the results of step 3, the average correlations of
nearest neighbors, after excluding negative and low correla-
tions, were 0.46–0.61 (mean± SD= 0.52± 0.037) and 0.44–0.55
(mean± SD= 0.49± 0.025) for data without and with GSR,
respectively. Thus, we did not test connectivity thresholds higher
than 0.5 because even local strong functional connections may not
survive in a very high threshold. We evaluated test–retest reliabil-
ity as the ICC between scan 1 and the average of scans 2 and 3 to
improve the estimation of long-term reliability (35, 37, 38).

Four types of degree metrics were computed for a systematical
evaluation, including unweighted degree (10), weighted degree,
intrinsic connectivity contrast (14), and weighted global brain
connectivity (39). Given a certain connectivity threshold Ta, and
the correlation between voxels i and j as r(i, j) where i, j ∈ brain
voxels.

Unweighted degree (U ) is the sum of the number of connec-
tions:

U (i) =
∑

j
f
(
i, j
)

, where f
(
i, j
)
=

{
1 if r

(
i, j
)
≥ Td

0 if r
(
i, j
)

< Td

Weighted degree (W ) is the sum of the weights of connections
where the weight is the correlation:

W (i) =
∑

j
w
(
i, j
)
× f

(
i, j
)

, where w
(
i, j
)
= r

(
i, j
)

Intrinsic connectivity contrast (WS) is the sum of the weights
of connections where the weight is the square of the correlation:

WS (i) =
∑

j
ws
(
i, j
)
× f

(
i, j
)

, where ws
(
i, j
)
= r

(
i, j
)2

We termed the “intrinsic connectivity contrast” as “WS” rather
than “ICC-pth” used in the original paper (14) to avoid confusion
with intra-class correlation (ICC).

Weighted global brain connectivity (WF) is the sum of the
weights of connections where the weight is the Fisher’s-Z -
transformed correlation:

WF (i) =
∑

j
wf
(
i, j
)
× f

(
i, j
)

, where

wf
(
i, j
)
=

1

2
ln

1+ r
(
i, j
)

1− r
(
i, j
)

The original formulas of weighted global brain connectivity
had no connectivity threshold. Here, we added it to make it com-
parable with other metrics and termed it as “WF” (16, 39). These
weightings (WS and WF) were designed to minimize the influ-
ence of weak connections by suppressing weak correlations and
emphasizing strong connections.

We then calculated our modified degree metrics using the cor-
rection strategy proposed in this study (Figure 1C) to reduce the
region-size effect. Based on above summary of previous works, we
termed these reduce-size-effect degree metrics as “U RSE,”“W RSE,”
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“WSRSE,” and “WF RSE”:

URSE (i) =
∑

j

f
(
i, j
)
× g

(
i, j
)

s
(
i, j
)

WRSE (i) =
∑

j

w
(
i, j
)
× f

(
i, j
)
× g

(
i, j
)

s
(
i, j
)

W SRSE (i) =
∑

j

ws
(
i, j
)
× f

(
i, j
)
× g

(
i, j
)

s
(
i, j
)

W FRSE (i) =
∑

j

wf
(
i, j
)
× f

(
i, j
)
× g

(
i, j
)

s
(
i, j
)

where,

g
(
i, j
)
=

{
0 if j ∈ Ci

1 if j /∈ Ci
, s
(
i, j
)
=

∑
k
f (i, k) , k ∈ Cj − Ci

Ci and Cj are region-growing clusters of voxels i and j, respectively.
Cj−Ci represents set-theoretic difference of Cj in Ci.

The purpose of g (i, j) was to disregard self-connections
between voxels within the same region, and the purpose of s(i,
j) was to regulate connections from voxels of other regions based
on the size of those regions (Figure 1C). Take a voxel (V i), for
example, when calculating the degree metrics of V i , the connec-
tions or the weights between V i and voxels in the C i were ignored
[the g (i, j) term], and the connection or the weight between V i

and another connected voxel Vj was divided by the number of
voxels of Cj [the s(i, j) term]. If C i shared the same elements as Cj,
the shared elements were ignored when calculating the number of
voxels in Cj. If the correlation between any voxels in Cj and V i was
lower than Td, these voxels were also ignored when calculating the
number of voxels of Cj to avoid overestimation of the cluster size.

EVALUATION OF DEGREE METRICS
To facilitate group statistics, all degree metrics were standardized
by converting to z-scores (10), and were smoothed with an 8 mm
FWHM kernel to improve cross-subject overlap (7, 12, 16, 20).

Intra-class correlation (ICC) was computed for each degree
metric under different thresholds. To evaluate the influence of Td

and to find the optimal threshold for each degree metric, repeated
measures ANOVA followed by the Bonferroni multiple compari-
son test were carried out among each degree metric under different
Td. To evaluate the influence of region-size impact on test–retest
reliability, paired two-sample t -tests were carried out between the
ICC of the traditional and modified degree metrics. To evaluate
the influence of region-size impact on degree metrics, paired two-
sample t -tests were carried out between each type of traditional
and modified degree metric, and the results were visualized with
the BrainNet Viewer3.

To investigate the performance of traditional degree metrics
and modified degree metrics in statistical group comparisons, two-
sample t -tests were carried out between the degree metrics of the

3http://www.nitrc.org/projects/bnv/

cocaine-dependent group and those of healthy control group. Sta-
tistical T -values from clusters that showed significant differences
were extracted for a further Wilcoxon matched pairs test between
the traditional degree metrics and the modified degree metrics.

RESULTS
In this study, we proposed a data-driven method to reduce the
influence of functional region sizes on degree metrics. A sim-
ple example can explain how our method works (Figure 1). Let
us assume that the brain contains two large connected func-
tional regions where each consists of two voxels (large regions
and system), as well as two small connected functional regions
where each consists of one voxel (small regions and system). The
degree for all regions is one, as a result of which no hub exists
in this network (Figure 1A). In the voxel-wise network, however,
the degree of voxels in large regions becomes three whereas the
degree of small regions remains one (Figure 1B). A disparity
emerges between different levels of hierarchical modular struc-
tures where a voxel’s degree scales with the size of its module,
and “false-positive” hubs emerge in the large regions and system.
We can correct the disparity by (1) disregarding self-connections
from voxels within the same region and (2) dividing connec-
tions from voxels of other regions by the size of those regions
(Figure 1C).

ADAPTIVE THRESHOLDS
The prerequisite of our method is to define functional regions,
but the locations and sizes of functional regions in humans are
presently unknown. To solve this problem, we relied on the region
growing to estimate the region size for each voxel, rather than
arbitrarily defined functional regions and systems. To keep the
data-driven nature, we considered an adaptive threshold Ta that
was used to stop region growing.

Figure 4A shows the temporal correlation distribution of all
nearest neighbors to their target voxels of one subject. The right
tail of the distribution contains high correlations from highly
homogeneous functional regions. These high correlations should
be preserved for the estimation of Ta because they represent the
correlations from the same functional regions. On the contrary,
the left tail contains negative and low correlations, which should
be excluded for the estimation of Ta, because they may represent
voxels located near the boundary of functional regions, but not
in the same region as the target voxel. The first filtering elimi-
nates all negative and most low correlations (shown in purple in
Figure 4A), and the second filtering further reduces the number
of low correlations and increases the value of Ta.

Repeated measures ANOVA shows that the effect of scans on
Ta is not significant (Figure 4B), for both data without GSR
[F(2,18)= 1.69, p= 0.20 for temporal correlation; F(2,18)= 1.11,
p= 0.34 for spatial correlation] and with GSR [F(2,18)= 2.49,
p= 0.10 for temporal correlation; F(2,18)= 2.47, p= 0.10 for
spatial correlation]. The result demonstrates that Ta has a good
inter-session reliability.

A paired two-sample t -test shows that Ta from data with-
out GSR is significantly higher than Ta from data with
GSR (Figure 4B) in both temporal correlation [t (56)= 13.17,
p < 0.0001] and spatial correlation [t (56)= 10.11, p < 0.0001].
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FIGURE 4 | Evaluation of adaptive thresholds is shown. (A) Correlation distribution of all nearest neighbors to their target voxels before and after two-step
filtering. (B) Adaptive thresholds based on temporal and spatial correlation of three scans. Bars represent mean±SEM, ***p < 0.001.

This result indicates that Ta can reflect the GSR effect that
introduces negative correlations and reduces positive correlations.

REGION GROWING
Figure 5 shows the region-growing results of data without GSR,
represented by the standardized cluster size of each voxel (type
I cluster-size maps). Results with GSR were similar. Temporal
region growing and spatial region growing produce similar results
as revealed by high ICC (mean± SD= 0.69± 0.17) between them
(Figure 5C). Both results indicate the heterogeneity of functional
region sizes. The visual cortex and precuneus/posterior cingulate
cortex have prominent larger cluster sizes than the other brain
regions. However, temporal and spatial region growing are not
identical. Temporal region growing results in significantly larger
clusters in the lateral prefrontal cortex, parietal cortex, and pre-
cuneus, and smaller clusters in supplementary motor cortex and
insular cortex than spatial region growing (Figure 5B, p < 0.05,

FDR corrected). These differences reflected the nature of temporal
and spatial correlation. The information used to calculate tempo-
ral correlation is derived from preprocessed time series, whereas
the information for spatial correlation involves whole-brain func-
tional connectivity patterns. Voxels located in association brain
regions, such as prefrontal cortex, parietal cortex, and cingulate
cortex/precuneus, may have similar preprocessed time series (due
to real local connections and blurring from data preprocessing),
but may have distinct whole-brain functional connectivity pat-
terns, because they are involved in different functional systems.
Thus, compared with temporal correlation, the spatial correla-
tion can be a better feature to distinguish voxels in association
brain regions, and may result in smaller region-growing clusters
in these regions. In contrast, whole-brain functional connectivity
patterns of voxels related to sensory and motor function may be
less important. The temporal and spatial region-growing results
were intersected and resulted in combined region-growing results
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FIGURE 5 | Comparison between temporal and spatial region growing is
shown. (A) Illustrations of temporal and spatial region growing represented
by their type I cluster-size maps. (B) Paired two-sample t -test between

temporal and spatial region growing (p < 0.05, FDR corrected). (C) Similarity
between temporal and spatial region growing represented by intra-class
correlation.

for degree analysis. The combination of two region growing allows
more accurate estimation of functional region sizes because tem-
poral and spatial correlations may reflect different aspects of
functional connectivity features.

To evaluate the region-growing results, we also calculated RGER
and ICC between two types of cluster-size maps. As shown in the
Figure 6, the RGER is low (mean± SD= 1.17± 1.26%), whereas
the ICC is high (mean± SD= 0.90± 0.12%). Low RGER and high
ICC suggest a good region-growing result.

Although we do not have a golden standard to directly
evaluate the performance of the region growing, the region-
growing method produces results with low errors and high
test–retest reliability and is able to reflect the functional con-
nectivity features of different regions. In addition, the degree
results based on the region growing are also consistent with
those of Power et al. (22) that explored different methods
(See Discussion). Thus, the region-growing method achieves our
expectation.
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FIGURE 6 | Evaluation of combined region growing is shown. (A) Region-growing error rates of three scans. Bars represent mean±SEM. (B) Illustrations
of type I and type II cluster-size maps. (C) The similarity between type I and type II cluster-size maps represented by intra-class correlation.

DEGREE METRICS
Before calculating degree metrics, we needed to define a con-
nectivity threshold (Td) to determine whether two voxels were
functionally connected. We first examined the influence of Td on
the test–retest reliability of degree metrics.

Figures 7A,B show how Td influences the test–retest reliability
of degree metrics from data without GSR. The results from data
with GSR are similar. Regardless of the type of degree metrics,
higher Td always results in higher ICC until it reaches an opti-
mal. ICC is dramatically reduced when Td exceeds the optimal
threshold. This result supports the assumption that higher Td

reduces low correlations (mostly attributed to noise) and improves
the test–retest reliability, but that when Td is too high, it may
compromise real network connections and reduce the test–retest
reliability.

After defining the optimal Td, we evaluated the region-
size impact on the test–retest reliability of the degree metrics
(Figure 7C; Table 1). Modified degree metrics have significantly
higher ICC than traditional degree metrics for all four types in
both data without GSR and data with GSR. Thus, region-size
impact compromised the test–retest reliability of degree met-
rics. If test–retest reliability of degree metrics is regarded as the

www.frontiersin.org October 2014 | Volume 5 | Article 199 | 9

http://www.frontiersin.org
http://www.frontiersin.org/Brain_Imaging_Methods/archive


 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Liu and Tian Reduce distortion of network hubs

FIGURE 7 |Test–retest reliability of degree metrics is shown.
Test–retest reliability of (A) traditional degree metrics and (B) modified
degree metrics under different connectivity thresholds. (C) Comparison
between the test–retest reliability of traditional and modified degree

metrics. The entry with highest test–retest reliability is marked with a red
arrow. Box plots represent the median, the upper and lower quartiles, and
the minimum and maximum data values; black dots represent the mean
data values, ***p < 0.001.

Table 1 | Paired two-sample t -test between the ICC of modified degree

metrics and that of traditional degree metrics in the NY_TRT dataset.

Without GSR With GSR

URSE−U t (23424)=27.50, p < 0.0001 t (23424)=2.26, p < 0.05

WRSE−W t (23424)=26.14, p < 0.0001 t (23424)=3.33, p < 0.001

WSRSE−WS t (23424)=26.12, p < 0.0001 t (23424)=4.25, p < 0.0001

WF RSE−WF t (23424)=65.49, p < 0.0001 t (23424)=46.14, p < 0.0001

criterion for comparing different methods, our modified method
outperforms the traditional method.

To further examine the impact of region sizes, we compared
traditional degree metrics (U, W, WS, and WF) with modified
degree metrics (U RSE, W RSE, WSRSE, and WF RSE) under dif-
ferent connectivity thresholds by paired two-sample t -test. We
conducted the comparison at a range of connectivity thresholds
with Td≤ 0.45, because very high Ta results in low test–retest
reliability of degree metrics and may comprise the network archi-
tecture (Figure 7). All types of degree metrics produce similar
results (Figure 8), even under different data pre-processing proce-
dures (Figure S1 in Supplementary Material). Compared with the
modified degree metrics, the traditional degree metrics have a sig-
nificantly higher degree in the visual cortex, precuneus/posterior
cingulate cortex, posterior parietal cortex, and a significantly lower
degree in the insular cortex, sensory and motor cortex, supple-
mentary motor area, anterior cingulate cortex, parahippocampus,
and areas around temporal pole (p < 0.05, FDR corrected). This
result is consistent with region-growing results where larger brain
regions tend to have higher degree (Figures 6B and 8).

Although the region-size variance has a significant effect on
degree metrics, the effect does not affect the distribution of
high-degree regions (Figure 9), even under very high connectivity

FIGURE 8 | Comparison between traditional and modified degree
metrics is shown. Results of the unweighted (U −URSE) and weighted
degree metrics (W−WRSE) are shown (p < 0.05, FDR corrected). Results of
derivative metrics (WS −WSRSE and WF −WF RSE) are similar as the
displayed results. The displayed results are based on data without global
signal regression; the results with other data-preprocessing procedures are
presented in the Figure S1 in Supplementary Material.

thresholds that may induce low test–retest reliability (Figure S2
in Supplementary Material). All degree metrics produce similar
patterns of degree distribution. Brain regions with a high degree
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Liu and Tian Reduce distortion of network hubs

FIGURE 9 |The overall degree distribution is similar across different
types of degree metrics. The unweighted and weighted degree metrics (U,
URSE, W, and WRSE) are displayed; other degree metrics (WS, WSRSE, WF,
WF RSE) are presented in the Figure S2 in Supplementary Material. Brain
regions with high degree are consistently observed in the visual cortex,
precuneus/posterior cingulate cortex, thalamus, posterior parietal cortex,
anterior cingulate cortex, anterior insular cortex, and medial temporal
cortex.

are consistently observed in the visual cortex, precuneus/posterior
cingulate cortex, thalamus, posterior parietal cortex, anterior cin-
gulate cortex, anterior insular cortex, and medial temporal cortex.

In addition, we compared the performance of the traditional
degree metrics and the modified degree metrics in the statistical
comparison between the cocaine-dependent and control group.
Figure 10 shows results of two-sample t -tests between the degree
metrics of the cocaine-dependent group and those of the con-
trol group, under connectivity thresholds 0.2. Results under the
other thresholds are similar as that under 0.2. When the traditional
degree metrics are used, the cocaine-dependent group has a signif-
icantly higher unweighted degree (U ) in the left lateral prefrontal
cortex and a lower weighted degree (W ) in the visual cortex than
the control group (p < 0.05, corrected). When the modified degree
metrics are used, the cocaine-dependent group has a significantly
higher unweighted (U RSE) and weighted degree (W RSE) in the left
lateral prefrontal cortex and left posterior parietal cortex than the
control group. Thus, the left lateral prefrontal cortex (cluster 1),
left posterior parietal cortex (cluster 2), and visual cortex (cluster
3) show significant differences in degree between the two groups.
Statistical T -values from voxels in these clusters were extracted,
and Wilcoxon matched pairs tests were carried out between the
traditional degree metrics and the modified degree metrics for
each cluster. As shown in Figure 11, the modified degree metrics
produce significantly higher T -values in the left lateral prefrontal
cortex and the left posterior parietal cortex (true-positive), but
lower T -values in the visual cortex (false-positive, see Discussion)
than the traditional degree metrics.

DISCUSSION
Previous studies proposed several degree metrics to search for
the hubs in the voxel-wise functional brain network from the
basic unweighted (U ) and weighted degree (W ) to their derivative
metrics (for example WS and WF) that were designed to min-
imize the influence of weak connections and emphasize strong

FIGURE 10 | Degree comparison between the cocaine-dependent
group and the control group is shown. The left lateral prefrontal cortex
(cluster 1), left posterior parietal cortex (cluster 2), and visual cortex (cluster
3) show significant differences in degree metrics between the two groups
(p < 0.05, FDR corrected).

connections (10, 14, 39). Although all of them showed their capa-
bility of locating hubs (Figure 9), these traditional degree metrics
were significantly affected by the functional region sizes. Con-
sistent with the findings of Power et al. (22), we found that
the large brain regions/systems had the overestimated impor-
tance in the brain network when using these traditional degree
metrics. However, our results showed that the impact did not
change the locations of hubs, whereas Power et al. (22) discov-
ered new hubs by using participate coefficient and community
density. These two findings were not actually contradictory but
complementary, because degree metrics and participate coeffi-
cient/community density of the Power et al. (22) revealed dif-
ferent perspectives of network properties, the former emphasizing
the number of connections (both within-module and between-
module connections) and the latter emphasizing participation in
multiple sub-networks (between-module connections). In addi-
tion, both studies agreed that the degree of default mode network
and visual cortex were overestimated by traditional degree met-
rics. The set of newly discovered “hubs” in Power et al. (22) were
also the same regions, which showed underestimated degree by the
traditional degree metrics in our evaluation, including the insular
cortex, anterior cingulate cortex, and anterior frontal cortex under
most connectivity thresholds.

Compared with the traditional metrics, our modified metrics
significantly reduced the impact of the region size and improved
the test–retest reliability. Furthermore, we compared different
degree metrics between the cocaine-dependent group and the
control group to evaluate the performance of these metrics in
group-statistic comparisons. The modified degree metrics showed
a higher significant difference in the left lateral prefrontal cortex
and left posterior parietal cortex, and a lower significant difference
in the visual cortex than the traditional degree metrics (Figure 11).
The lateral prefrontal cortex and posterior parietal cortex were
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FIGURE 11 | StatisticalT -values comparison between the traditional degree metrics and the modified degree metrics is shown. Cluster 1 is the left
lateral prefrontal cortex (true-positive), cluster 2 is the left posterior parietal cortex (true-positive), and cluster 3 is the visual cortex (false-positive). Bars
represent mean±SEM, ***p < 0.001.

important nodes in the dorsal attention network, which is associ-
ated with cocaine addiction (28, 40–42). Using the same dataset,
a previous study also demonstrated the impaired connectivity of
the lateral prefrontal cortices and the posterior parietal areas in
cocaine-dependent group (28). In contrast, no evidence supported
abnormal functional connectivity of the visual cortex in chronic
cocaine addiction. The significant false-positive difference in the
traditional degree in the visual cortex may be caused by the impact
arising from its large functional region size. With modified degree
metrics, the statistical significance between the cocaine-dependent
group and the control group in the visual cortex (false-positive)
decreased, and statistical significance in the lateral prefrontal cor-
tex and posterior parietal areas (true-positive) increased. These
results suggest that region size may affect the degree comparison
and the modified degree metrics can reduce the impact to improve
the sensitivity of degree metrics in group-statistic comparisons.

Other degree-based methods were also proposed in previ-
ous studies, which may be beneficial in reducing the impact of
region size. These methods were achieved either by excluding
short-distance connections or by emphasizing long-distance con-
nections (15, 43). However, a voxel’s degree scales not only the
size of the functional region to which it belongs (short-distance
contributions) but also the sizes of functional regions to which
it connects (mostly long-distance contributions). Therefore, these
previous methods can only help to reduce the impact from the
first term but not the second term, whereas our modified method

can reduce both terms. In conclusion, we believe that our mod-
ified method will have wide applications, as it inherits the data-
driven merit of the degree-based method, overcomes the drawback
from the region-size impact, improves the test–retest reliability,
and enhances the sensitivity of degree metrics in group-statistic
comparisons.
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