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Introduction: Machine learning (ML) has great potential for using health data to predict clinical outcomes in individual patients. Missing data are a common challenge in training ML algorithms, such as when subjects withdraw from a clinical study, leaving some samples with missing outcome labels. In this study, we have compared three ML models to determine whether accounting for label uncertainty can improve a model’s predictions.

Methods: We used a dataset from a completed phase-III clinical trial that evaluated the efficacy of minocycline for delaying the conversion from clinically isolated syndrome to multiple sclerosis (MS), using the McDonald 2005 diagnostic criteria. There were a total of 142 participants, and at the 2-year follow-up 81 had converted to MS, 29 remained stable, and 32 had uncertain outcomes. In a stratified 7-fold cross-validation, we trained three random forest (RF) ML models using MRI volumetric features and clinical variables to predict the conversion outcome, which represented new disease activity within 2 years of a first clinical demyelinating event. One RF was trained using subjects with the uncertain labels excluded (RFexclude), another RF was trained using the entire dataset but with assumed labels for the uncertain group (RFnaive), and a third, a probabilistic RF (PRF, a type of RF that can model label uncertainty) was trained on the entire dataset, with probabilistic labels assigned to the uncertain group.

Results: Probabilistic random forest outperformed both the RF models with the highest AUC (0.76, compared to 0.69 for RFexclude and 0.71 for RFnaive) and F1-score (86.6% compared to 82.6% for RFexclude and 76.8% for RFnaive).

Conclusion: Machine learning algorithms capable of modeling label uncertainty can improve predictive performance in datasets in which a substantial number of subjects have unknown outcomes.
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1. Introduction

Multiple sclerosis (MS) is a chronic autoimmune disease of the central nervous system (CNS) characterized by neuroinflammation, demyelination, and neurodegeneration. While there is no cure for MS, evidence has shown that early diagnosis and early treatment can improve long-term prognosis in people that are at high risk of progressing in their disease (1). MS disease course is highly heterogeneous, especially in the early stages, and it is difficult to identify individuals who stand to benefit from more early management. In individuals presenting with the early signs and symptoms suggestive of MS, a combination of clinical signs and symptoms and imaging-based indicators, formalized in the form of the McDonald criteria (2, 3), are used to establish a diagnosis. Predicting whether an individual in the early phase of MS will meet certain progression and conversion criteria within a given time remains challenging.

Damage to the myelin sheath is the most obvious manifestation of MS, particularly in the form of white matter lesions as seen on magnetic resonance images (MRIs). While WM lesion volume, also known as the burden of disease (BOD), is a commonly used imaging biomarker to evaluate disease progression and treatment response in clinical studies, it does not capture MS pathology comprehensively and on its own is a limited predictor of future disease activity. Demyelination and morphological changes in deep gray matter (DGM) are recognized as consistent and clinically relevant features in all MS phenotypes (4–6) and several studies have found associations between DGM volume loss and the severity of physical and cognitive impairment (4–8). Volume loss in the thalamus has been linked with clinical worsening in individuals with early symptoms of MS (9) and has been observed in both clinically isolated syndrome (CIS) (10) and radiologically isolated syndrome (RIS) (11) populations compared to healthy controls. However, further investigations are needed to determine the value of DGM atrophy as a predictor of future disease development and to optimize the analysis of DGM volume changes to inform clinical decision-making (6).

Within the scope of MS, machine learning (ML) methods have been proposed mainly for early detection, differentiation of MS phenotypes from each other and healthy controls (12, 13), and prediction of disease and disability progression (14–16). Several studies have used ML models to predict the conversion of CIS to confirmed MS, based on clinical, demographic, and radiologic features with varying degrees of success (17–20). However, no prior study has focused specifically on the value of DGM volumes in the prediction of new disease activity in the very early stages of MS. In this study, we apply ML to DGM volumes for clinical prediction while also including BOD as a variable.

The lack of sufficiently large labeled clinical datasets has been a major limiting factor in training machine learning models for clinical prediction (21). Due to the considerable costs associated with curating and labeling imaging datasets, there is a paucity of publicly available data, and even most proprietary datasets are small in the context of ML applications. For most clinical datasets, missing or uncertain labels are a common occurrence (21). Literature on ML training has shown that noisy labels can adversely affect the model performance especially if the sample size and/or the number of variables is small (22–26).

Several ML approaches have been proposed to represent and integrate the degree of uncertainty in the class labels into model training. For example, support vector machines (SVMs) have been formulated with uncertainty-weighted training schemes (27–29). Others have proposed methods based on the random forest (RF), such as noise-tolerant random forest (RF) (30), noise-tolerant loss functions (31), and probabilistic random forest (PRF) (32). PRF handles noisy, uncertain, and missing labels and input features by modeling them as distribution functions instead of deterministic values (32). The algorithm was originally developed for dealing with missing and noisy data in astronomical datasets and has since been verified on bioactivity data with promising results (33), but has not been tested for predicting clinical outcomes.

In this paper, we compared three approaches for handling uncertain or missing class labels. Using a dataset with 142 patients, with 32 having uncertain labels, we compared an RF model trained only on the subset of confirmed class labels and excluding the uncertain samples (RFexclude), an RF model trained on the entire dataset treating the uncertain class labels as confirmed labels (RFnaive), and a PRF model trained using the entire dataset but with uncertainty estimates incorporated in the model training. PRF was chosen based on the status of the RF as a leading ML method for tabular data (34), the relative simplicity of training, and promising performance in other data domains.

The models were trained to predict the development of new disease activity in MS within 2 years of the first clinical demyelinating event using clinical, demographic, and imaging-based variables. The goal was to determine whether excluding, ignoring, or modeling the uncertainty would result in the highest-performing model.



2. Methods


2.1. Dataset and study participants

The dataset for our experiment consisted of MRIs and clinical and demographic data from a completed multi-center, phase-III clinical trial conducted to determine the efficacy of minocycline for delaying conversion from CIS to clinically definitive MS diagnosed, using the McDonald 2005 criteria (2) within 6 months (primary trial endpoint) and 2 years (secondary trial endpoint) after randomization. The study population consisted of 142 participants between the ages of 18 and 60 years who had been diagnosed with CIS after experiencing a first demyelinating event and were recruited from 12 MS clinics across Canada between 2009 and 2013. The detailed study design and participant inclusion and exclusion criteria can be found in (35). The baseline characteristics of the participants are summarized in Table 1. By the end of 24 months, 81 (57.04%) participants had converted to MS as per the McDonald 2005 criteria, 26 (18.57%) participants dropped out of the trial due to various reasons (35) before meeting the secondary trial endpoint, and 35 (24.3%) remained stable. Of these 35 non-converters, six were recruited toward the end of the trial and were followed only for a year, thus their status at 2-year post-enrollment in the trial was unknown. Thus, in our dataset of 142 subjects, we had 32 subjects that had an unknown status at 24 months.



TABLE 1 Dataset characteristics.
[image: Table1]

For our experiment, an individual was considered to have developed new disease activity if they met the clinical trial’s primary or secondary endpoints. The primary endpoint of the study was the conversion to MS based on the McDonald 2005 criteria, 6 months after randomization. Secondary endpoints included conversion to MS within 24 months and several MRI outcomes, including changes in lesion volume on T2w MRI, the total number of enhancing lesions on T1w MRI, and the total number of unique new or newly enlarging lesions on both T1w and T2w MRIs at both 6 and 24 months. Even though the McDonald criteria used in the original trial (35) has since been revised several times to enable earlier diagnosis, most recently in 2017 (36), the 2005 version is still a valid indicator of new disease activity. These criteria define clinical, imaging, and biological markers of MS pathology, so a person newly meeting these criteria in a given timeframe can be considered as having had new disease activity, even if they had already been previously diagnosed with MS.



2.2. MRI acquisition and preprocessing

We utilized three MRI sequences, including proton density-weighted (PDw), T2-weighted (T2w), and T1-weighted (T1w) scans that were acquired through a standardized protocol followed across all 12 sites. The studies were performed on scanners from GE, Siemens, and Philips operating at field strengths ranging from 1.5 to 3.0 T. The PDw scans had a TE range of 8–20 ms and TR range of 2,000–3,400 ms, T2w scans had a TE range of 78–116 ms and TR range of 2,800–8,000 ms, and T1w images were obtained using an IR-prepped gradient echo sequence with a TR range of 5–13 ms, TE range of 2–4 ms, and TI range of 450–800 ms. The T1-weighted scans had an image size of 256 × 256 × 160 and an isotropic voxel size of 1.00 mm × 1.00 mm × 1.00 mm, while the PDw and T2w scans had an image size of 256 × 256 × 60 and a voxel size of 0.937 mm × 0.937 mm × 3.000 mm.

The T1w MRIs were processed to minimize the effect of field inhomogeneity and skull-stripped using advanced normalization tools (ANTs) (37). Lesion filling was performed on the skull-stripped brains before spatial normalization to a standard template from the OASIS dataset (38). The spatial normalization was performed using ANTs and consisted of rigid, affine, and deformable registration. The WM lesion masks used for lesion filling were generated with the PDw/T2w scans using a semi-automated lesion segmentation method (39) where seed placement was done by an expert rater. The spatially normalized T1w images were intensity normalized using the FMRIB software library (FSL) (40). ANTs multi-atlas segmentation with label fusion pipeline was used for performing segmentation of the DGM nuclei resulting in individual 3D segmentations of the left and right thalami, putamina, caudate nuclei, and globus pallidi. The volume for each DGM nucleus was calculated (in mm3) using ANTs.



2.3. Input variables and prediction outcome

We started with 19 baseline variables collected from the trial participants, including 10 MRI volumetric measurements, six variables related to the type and anatomical location (s) of CIS onset, and three other variables (biological sex, EDSS, and treatment arm). A summary of these variables is presented in Table 2. The treatment group (i.e., minocycline or placebo) was included as an input variable because the original study showed that minocycline delayed the risk of conversion to MS by 18% within 6 months, although these results were not observed at 24 months. As described earlier, 26 participants had dropped out before meeting an endpoint, which may have affected the ability to detect a treatment effect at 24 months. The volumetric MRI measures included the volumes of individual DGM nuclei (eight in total), whole brain volume measured as brain parenchymal fraction (BPF), and WM lesion volume. Previous studies have shown that feature selection by excluding redundant or collinear features helps prevent the model from learning spurious correlations and hence results in better generalizability (20, 41, 42). In our previous work with the current data (43), we compared several automatic and manual methods for selecting input features and found that most methods ranked lesion volume, treatment arm, and subsets of the DGM volumes as the most important features. In the end, we found that including all eight DGM volumes, lesion volume, and treatment group resulted in the best model performance using an RF. Therefore, we used the same 10 features in this work.



TABLE 2 User-defined MRI and clinical measurements at baseline.
[image: Table2]

The outcome of interest was whether new disease activity was observed within 24 months of enrollment in the study. Class labels for binary classification were assigned based on a participant’s clinical status at the end of 24 months in the trial (i.e., stable vs. developed new disease activity). This led to 81 subjects being labeled as having new disease activity while 29 were labeled as stable. Subjects who dropped out early or were only followed up for a year while still stable were assigned the post hoc label of stable as in previous ML studies (44), which applied to a total of 32 subjects. Although post hoc labels were assigned after deliberation among the researchers and clinicians involved in the studies, they were not confirmed and therefore had a level of uncertainty.



2.4. Machine learning models and training

We compared three approaches for dealing with the uncertain post hoc assigned labels in our dataset. The first approach excluded the uncertain data points, and a classic RF was trained on the remaining subset. The second approach trained a classic RF on the entire dataset and assumed the post hoc labels were correct. The third approach trained a PRF on the entire dataset, assigning 100% probability to the confirmed labels and 50% to the uncertain labels.

Random forest is a widely popular machine learning algorithm and a classic example of an ensemble classifier that is built from multiple unique decision trees (DTs) (45) that are individually constructed and trained using randomly selected subsets of input features and bootstrapped samples from the training dataset. During training, the algorithm learns to split the data into subsequent nodes in a way that reduces the class heterogeneity in the resulting child nodes. The trees are grown until a prespecified depth is reached or if the class heterogeneity can no longer be reduced. The node-splitting criterion, based on feature thresholds, forms the basis of the decision rules learned by a DT. The final prediction is provided by aggregating class predictions from the individual DTs through either a majority or average voting scheme.



2.5. Probabilistic random forest

The PRF is a modification of the RF built specifically to account for uncertainties in the input features and class labels in a dataset. While the input to an RF is of the form [image: image], where [image: image] is a feature vector and [image: image] is its associated label, a PRF takes data points of a form [image: image] where [image: image] is the uncertainty associated with [image: image] and [image: image] is the uncertainty associated with [image: image]. In the absence of [image: image] and [image: image], the PRF converges to an RF.

A PRF accounts for the uncertainties in the input features and class labels by modeling them as probability functions instead of deterministic values. The input features become probability distribution functions where the expected value of the distribution is the value provided for the feature and the variance of the distribution is the square of the uncertainty associated with that feature. The class labels on the other hand become probability mass functions and each class instance is treated as a class label with a probability determined by [image: image].

The details of the PRF algorithm are given in (32), but briefly, a PRF bags features by sampling them from the given distributions, propagates the features at each node to both child nodes with the associated class probabilities and performs splitting using modified Gini impurity function that incorporates the uncertainty values of the input features and class labels to reduce the cumulative class heterogeneity in the resulting child nodes.

For making predictions on new data, the data points are propagated through the trees and reach all the terminal nodes with some probability. The final class prediction is calculated as the average of the class probabilities generated by all the terminal nodes.



2.6. Model training and hyperparameter selection

We used a nested and stratified 7-fold cross-validation (CV) scheme for hyperparameter selection, model training, and evaluation of the trained model for generalizability. In nested CV, the outer loop divides the data into training and testing splits for model evaluation while the inner loop further divides the training split into training and validation splits for hyperparameter selection. Stratification maintains roughly the same class frequencies across all folds. In each outer loop, data from 6-fold (n = 122) was used to train the classifier while the remaining data from the 7-fold (n = 20) was used to evaluate the model using performance metrics described in the following section. In each inner loop, we used a 7-fold CV with stratification again to select the hyperparameters for optimizing the model’s performance, using 6-fold (n = 104) for training and one validation fold (n = 18) to evaluate the model’s performance. The hyperparameters selected using CV included the number of trees, the number of features for node splitting, the minimum sample size for node splitting, and the minimum sample size to be maintained in leaf nodes. The last two hyperparameters do not apply to the PRF as the uncertainty distribution and another hyperparameter keep_probability dictate whether a data point is propagated to either both child nodes or a single node. We used the default value for keep_probability (0.05).

The combination of hyperparameters that produced the best average performance over the seven validation folds was then selected as the final model for the given outer fold and was tested for generalizability using the held-out test fold. The reported performance metrics were calculated by averaging the model’s performance over the seven test folds.

It should be noted that the prevalence of individuals who developed new disease activity within 24 months in the confirmed label subgroup was 74.07%. To address class imbalance during model training, we used class weights, informed by class frequencies in the training sample, for calculating the loss function. This allowed the model to learn from both the majority and minority classes in the training sample in a balanced way.



2.7. Implementation details

The experiments and data analyses were performed using Python 3.7.5. Data processing was performed using Pandas 0.25.3 and NumPy 1.14.5. The RF classifier was built and trained using Scikit-learn 0.23.1. The PRF classifier was built and trained using the PRF library (44).



2.8. Class probabilities for PRF

As previously discussed, a PRF takes as input the probability of a sample belonging to the given class. For example, in our dataset, a target probability [image: image] for a data sample that had a post hoc class label would indicate that the subject had a 30% probability of belonging to the stable class and a 70% probability of belonging to the new-disease-activity class. Ideally, every data sample with an uncertain label would have a probability estimated from prior knowledge (e.g., population studies); however, in this case, we did not have sufficient background information to calculate the probabilities, so we assigned a 50% probability to all of the post hoc labels. For the samples with confirmed labels, we assigned a 100% class probability.



2.9. Evaluation of model performance and statistical analysis

To provide a reliable estimate of model performance, we have reported the evaluation metrics on test data with confirmed labels only. The overall performance of a classifier on any metric was calculated by averaging its performance over the seven test folds. Since our dataset was unbalanced, the primary measures of model performance were the F1-score and the area under the receiver operating curve (ROC). The F1-score is a harmonic mean of precision and recall (sensitivity) and gives a more holistic estimate of a model’s performance on prediction over both classes and is therefore a more robust indicator of performance compared to accuracy. F1-score was calculated by the following formula:

[image: image]

where

[image: image]

[image: image]

TP, FP, and FN denote True Positive, False Positive, and False Negative, respectively.

A ROC is a plot between a classifier’s true positive rate (TPR) and False Positive Rate (FPR) and gives a visual depiction of the trade-off between a model’s ability to correctly identify both classes. The area under the ROC (AUC) summarizes the classifier’s overall ability to separate the negative and positive classes correctly. The TPR and FPR are calculated using the following formulae.
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3. Results

The performance metrics for the three classifiers (RF with confirmed labels only, RF with all samples and assuming post hoc labels were correct, and PRF with all samples) are summarized in Table 3.



TABLE 3 Comparison of mean (SD) performance metrics averaged over stratified 7-fold cross-validation.
[image: Table3]

As shown in Table 3, the PRF trained using the entire dataset outperformed both of the other RF classifiers across all evaluated metrics except precision. It yielded an AUC score of 0.76 (SD = 0.14) which was an improvement of 0.07 compared to 0.69 (SD = 0.09) achieved by RFexclude and 0.05 compared to 0.71 (SD = 0.16) by RFnaive. Figure 1 shows the ROC curves for all three classifiers, with a clear advantage shown by PRF. PRF also achieved the highest F-1 score of 86.57% (SD = 6.71%), which was an improvement of 3.99% compared to 82.58% (SD = 5.94%) by RFexclude and 9.75% compared to 76.82% (SD = 6.57) by RFnaive. Overall, RFnaive performed worst compared to the other two classifiers, except for precision where it achieved the highest score of 86.42% (SD = 5.17) vs. 82.31% (SD = 7.78) by PRF and 77.02% (SD = 4.95) by RFexclude. RFexclude and RFnaive did not differ in AUC, but all differed across all other measures.

[image: Figure 1]

FIGURE 1
 The ROC curves for all three classifiers. PRF clearly outperformed RFexclude and RFnaive.


Accounting for label uncertainty by either excluding the uncertain samples or modeling the uncertainty resulted in a marked improvement in the classifier’s sensitivity. PRF achieved a recall score of 92.32% (SD = 4.22%) and RFexclude achieved 90.15% (SD = 5.26%), resulting in improvements of 20.35 and 18.18% respectively, over the 71.97% (SD = 8.98) produced by RFnaive. The observation that RFnaive had the highest precision but lowest recall demonstrates a classic trade-off between precision and recall, but accounting for label uncertainty increased recall dramatically for PRF and RFexclude, while decreasing precision to a lesser degree, especially in the case of PRF.

In terms of feature importance, the burden of disease and the volume of thalamic nuclei were consistently ranked as two of the most informative input features by all the models used in the study. This finding is in line with existing literature that has identified thalamic nuclei and white matter lesion load as important predictors of disease progression in early MS. (9, 10, 42)



4. Discussion

We have evaluated and compared three approaches to account for uncertainty in missing class labels when using ML to predict MS disease activity: (i) exclusion of data samples with uncertain labels; (ii) replacing uncertain labels with assumed labels; and (iii) using a classifier with an inherent capability to model label uncertainty (PRF). Exclusion is the most common approach for dealing with uncertain data points, but this may not be an optimal approach for medical imaging datasets, which tend to be small for ML purposes. Eliminating data points from an already small dataset increases the risk that the ML algorithm cannot learn the distribution of the samples. Therefore, there is practical value in investigating methods that make use of all available data points while modeling any uncertainty in the class labels.

Our experiments have shown that the RF classifier naively trained on a dataset comprising of both confirmed and uncertain class labels (RFnaive) performed the worst overall. It achieved the lowest F1-score indicating that it was not able to learn an effective decision boundary between true and false positives, in this case, favoring precision while greatly sacrificing sensitivity, which is detrimental to early disease detection. The results demonstrate that the input features of data points with uncertain labels can be informative and help the model learn distinctive patterns that produce better decision boundaries.

Probabilistic random forest has various advantages over RF. PRF can intrinsically handle missing values, both for input features as well as for class labels. Data points with missing input features are propagated to both the child nodes after a node split. In the case of missing class labels, the class probabilities, along with the hyperparameter keep_probability, dictate whether a data point is propagated to both child nodes and a single node. Clinical datasets are generally small for machine learning applications and therefore a machine-learning model that can handle missing values without reducing the size of the dataset is potentially highly beneficial since missing variables are common in data from electronic health records (EHRs) and clinical studies.

To our knowledge, only two other studies have compared the performance of PRF with other classifiers in a practical application. One study by Mervin et al. (33) trained an RF and PRF to predict protein-ligand interaction using bioactivity data. For training the PRF, they incorporated the uncertainty associated with the class labels by using the standard deviations in the experimental measures used to assign the labels to calculate the class probability values. They showed that the PRF outperformed the traditional RF and was more tolerant of the levels of uncertainty in the class labels. Another study using photometric astronomy data (45) showed that in the presence of missing input features, PRF outperformed canonical correlation analysis for classification.

One key challenge with training a PRF on a dataset with missing labels is that one needs to specify the class probabilities. For medical data, where the outcome of interest is a diagnosis, phenotype, or other clinical outcomes, the class probabilities could potentially be informed by the statistical prevalence of the outcomes reported in the literature, if the dataset could be assumed to be representative of the study population at large. In the absence of such information, assigning a 50–50 class probability may be a reasonable choice, as we have done in our study.

The focus of our study was on CIS and early MS, but the methods employed are potentially applicable to RIS. Individuals with RIS have MRI findings (white matter lesions demonstrating dissemination in space) that are consistent with MS disease in the absence of clinical symptoms of MS. (46) Despite some recent large studies that have shed light on several key risk factors for conversion to MS (47, 48), prediction on an individual level remains difficult. Previous studies (11, 49) investigating DGM volumetric changes in RIS have shown that thalamic volumes were significantly lower in individuals with RIS than in normal controls. Applying ML to DGM changes can potentially discover patterns with other DGM structures, possibly in combination, that can help with the prediction of conversion of RIS to MS or for risk stratification for early management. Accounting for uncertainty in RIS would be important because sample sizes of RIS studies tend to be small for ML purposes.



5. Limitations to the study

Our study has several limitations. Even though we maximized the use of our data by employing stratified CV, the sample size of our dataset is such that the results only serve as a proof of concept for our hypotheses and further investigations with larger datasets are needed to further validate the generalizability of the findings. Another limitation is that we did not explore the ability of PRF to model noise in the input features. Experiments by (32, 33) have shown that PRF is more robust to noise than RF across various degrees of noise. While we have focused only on uncertain outcome labels in this study, we intend to explore the potential benefit of PRF for noisy input features in the future.



6. Conclusion

In the context of predicting disease activity in CIS/early MS using machine learning, we have demonstrated that in a dataset with uncertain outcomes labels, using a method designed to model the uncertainties can produce substantially improved performance over the common approach of excluding the uncertain samples.



Data availability statement

The data analyzed in this study are subject to the following licenses/restrictions: data were collected as part of a clinical trial without an open-access policy. Requests to access these datasets should be directed to RT (roger.tam@ubc.ca).



Ethics statement

The studies involving human participants were reviewed and approved by UBC Clinical Research Ethics Board. The patients/participants provided their written informed consent to participate in this study.



Author contributions

MT was responsible for developing the analysis pipeline, implementing the machine learning models, performing all the experiments, and drafting the manuscript. LM was the principal investigator of the minocycline trial (38) and provided all clinical information on the participant groups. DL, SK, AT, and RT are members of the multiple sclerosis/magnetic resonance imaging (MSMRI) research group at the University of British Columbia, which was the core image analysis laboratory for the minocycline trial and performed the MRI volumetric measurements. LM, DL, SK, RC, and AT provided substantial input on clinical motivation, experimental design, interpretation of results, and manuscript revisions. RT provided primary supervision of all aspects of this study. All authors contributed to the article and approved the submitted version.



Funding

MT and RT were supported by an NSERC Discovery grant (RGPIN-2018-04651).



Acknowledgments

We would like to acknowledge UBC Advanced Research Computing for providing the Sockeye high-performance computing cluster where the image preprocessing and model training was performed.



Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.



Publisher’s note

All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.



References

 1. Stankiewicz,JM, and Weiner,HL. An argument for broad use of high efficacy treatments in early multiple sclerosis. Neurol Neuroimmunol Neuroinflamm. (2020) 7:e636. doi: 10.1212/NXI.0000000000000636 

 2. Polman,CH, Reingold,SC, Edan,G, Filippi,M, Hartung,HP, Kappos,L , et al. Diagnostic criteria for multiple sclerosis: 2005 revisions to the “McDonald criteria”. Ann Neurol. (2005) 58:840–6. doi: 10.1002/ana.20703 

 3. Polman,CH, Reingold,SC, Banwell,B, Clanet,M, Cohen,JA, Filippi,M , et al. Diagnostic criteria for multiple sclerosis: 2010 revisions to the McDonald criteria. Ann Neurol. (2011) 69:292–302. doi: 10.1002/ana.22366 

 4. Pontillo,G, Cocozza,S, Lanzillo,R, Russo,C, Stasi,MD, Paolella,C , et al. Determinants of deep gray matter atrophy in multiple sclerosis: a multimodal MRI study. AJNR Am J Neuroradiol. (2019) 40:99–106. doi: 10.3174/ajnr.A5915 

 5. Eshaghi,A, Marinescu,RV, Young,AL, Firth,NC, Prados,F, Jorge Cardoso,M , et al. Progression of regional grey matter atrophy in multiple sclerosis. Brain. (2018) 141:1665–77. doi: 10.1093/brain/awy088 

 6. Ontaneda,D, Raza,PC, Mahajan,KR, Arnold,DL, Dwyer,MG, Gauthier,SA , et al. Deep grey matter injury in multiple sclerosis: a NAIMS consensus statement. Brain. (2021) 144:1974–84. doi: 10.1093/brain/awab132

 7. van Munster,C, Jonkman,LE, Weinstein,HC, Uitdehaag,BMJ, and Geurts,JJG. Gray matter damage in multiple sclerosis: impact on clinical symptoms. Neuroscience. (2015) 303:446–61. doi: 10.1016/j.neuroscience.2015.07.006 

 8. Eshaghi,A, Wijeratne,PA, Oxtoby,NP, Arnold,DL, Collins,L, Narayanan,S , et al. Predicting personalised risk of disability worsening in multiple sclerosis with machine learning. medRxiv [Preprint]. (2022) doi: 10.1101/2022.02.03.22270364v1

 9. Zivadinov,R, Havrdová,E, Bergsland,N, Tyblova,M, Hagemeier,J, Seidl,Z , et al. Thalamic atrophy is associated with development of clinically definite multiple sclerosis. Radiology. (2013) 268:831–41. doi: 10.1148/radiol.13122424 

 10. Štecková,T, Hluštík,P, Sládková,V, Odstrčil,F, Mareš,J, and Kaňovský,P. Thalamic atrophy and cognitive impairment in clinically isolated syndrome and multiple sclerosis. J Neurol Sci. (2014) 342:62–8. doi: 10.1016/j.jns.2014.04.026

 11. Azevedo,CJ, Overton,E, Khadka,S, Buckley,J, Liu,S, Sampat,M , et al. Early CNS neurodegeneration in radiologically isolated syndrome. Neurol Neuroimmunol Neuroinflam. (2015) 2:e102. doi: 10.1212/NXI.0000000000000102

 12. Ion-Mărgineanu,A, Kocevar,G, Stamile,C, Sima,DM, Durand-Dubief,F, van Huffel,S , et al. Machine learning approach for classifying multiple sclerosis courses by combining clinical data with lesion loads and magnetic resonance metabolic features. Front Neurosci. (2017) 11:398. doi: 10.3389/fnins.2017.00398 

 13. Zurita,M, Montalba,C, Labbé,T, Cruz,JP, Dalboni da Rocha,J, Tejos,C , et al. Characterization of relapsing-remitting multiple sclerosis patients using support vector machine classifications of functional and diffusion MRI data. Neuroimage Clin. (2018) 20:724–30. doi: 10.1016/j.nicl.2018.09.002 

 14. Zhao,Y, Healy,BC, Rotstein,D, Guttmann,CRG, Bakshi,R, Weiner,HL , et al. Exploration of machine learning techniques in predicting multiple sclerosis disease course. PLoS One. (2017) 12:e174866. doi: 10.1371/journal.pone.0174866

 15. Zhao,Y, Wang,T, Bove,R, Cree,B, Henry,R, Lokhande,H , et al. Ensemble learning predicts multiple sclerosis disease course in the SUMMIT study. NPJ Digit Med. (2020) 3:135. doi: 10.1038/s41746-020-00338-8

 16. Law,M. Predicting disability progression in secondary progressive multiple sclerosis by machine learning: A comparison of common methods and analysis of data limitations. (2019). Available at: https://open.library.ubc.ca/cIRcle/collections/ubctheses/24/items/1.0379731

 17. Zhang,H, Alberts,E, Pongratz,V, Mühlau,M, Zimmer,C, Wiestler,B , et al. Predicting conversion from clinically isolated syndrome to multiple sclerosis-an imaging-based machine learning approach. Neuroimage Clin. (2019) 21:101593. doi: 10.1016/j.nicl.2018.11.003 

 18. Bendfeldt,K, Taschler,B, Gaetano,L, Madoerin,P, Kuster,P, Mueller-Lenke,N , et al. MRI-based prediction of conversion from clinically isolated syndrome to clinically definite multiple sclerosis using SVM and lesion geometry. Brain Imag Behav. (2018) 13:1361–74. doi: 10.1007/s11682-018-9942-9

 19. Wottschel,V. Supervised machine learning in multiple sclerosis: Applications to clinically isolated syndromes [internet]. (2017). Available at: https://discovery.ucl.ac.uk/id/eprint/1553224/1/Wottschel_thesis_final_VW.pdf

 20. Wottschel,V, Chard,DT, Enzinger,C, Filippi,M, Frederiksen,JL, Gasperini,C , et al. SVM recursive feature elimination analyses of structural brain MRI predicts near-term relapses in patients with clinically isolated syndromes suggestive of multiple sclerosis. Neuroimage Clin. (2019) 24:102011. doi: 10.1016/j.nicl.2019.102011 

 21. Tayefi,M, Ngo,P, Chomutare,T, Dalianis,H, Salvi,E, Budrionis,A , et al. Challenges and opportunities beyond structured data in analysis of electronic health records. WIREs Computat Statist. (2021) 13:e1549. doi: 10.1002/wics.1549

 22. Rolnick,D, Veit,A, Belongie,S, and Shavit,N. Deep learning is robust to massive label noise [internet]. arXiv [Preprint]. (2017). doi: 10.48550/arXiv.1705.10694

 23. Flatow,D, and Penner,D. (2015). On the robustness of ConvNets to training on Noisy labels.

 24. Ding,C, Pereira,T, Xiao,R, Lee,RJ, and Hu,X. Impact of label noise on the learning based models for a binary classification of physiological signal. Sensors. (2022) 22:7166. doi: 10.3390/s22197166

 25. Frank,J, Rebbapragada,U, Bialas,J, Oommen,T, and Havens,TC. Effect of label noise on the machine-learned classification of earthquake damage. Remote Sens. (2017) 9:803. doi: 10.3390/rs9080803

 26. Algan,G, and Ulusoy,I (2023). Label noise types and their effects on deep learning. Available at: https://github.com/spidy390/corrupting (Accessed Jan 11, 2023).

 27. Razzaghi,T, Roderick,O, Safro,I, and Marko,N. Multilevel weighted support vector machine for classification on healthcare data with missing values. PLoS One. (2016) 11:e0155119. doi: 10.1371/journal.pone.0155119 

 28. Hagenah,J, Leymann,S, and Ernst,F. Integrating label uncertainty in ultrasound image classification using weighted support vector machines. Curr Direct Biomed Eng. (2019) 5:285–7. doi: 10.1515/cdbme-2019-0072

 29. Reamaroon,N, Sjoding,MW, Lin,K, Iwashyna,TJ, and Najarian,K. Accounting for label uncertainty in machine learning for detection of acute respiratory distress syndrome. IEEE J Biomed Health Inform. (2019) 23:407–15. doi: 10.1109/JBHI.2018.2810820 

 30. Maas,AL, Hannun,AY, and Ng,AY. “Rectifier nonlinearities improve neural network acoustic models” in Proceedings of the 30th International Conference on Machine Learning. (2013). Atlanta, Georgia, USA.

 31. Zhou,X, Ding,PLK, and Li,B. Improving robustness of random forest under label noise. Proceedings −2019 IEEE winter conference on applications of computer vision. WACV. (2019) 2019:950–8. doi: 10.1109/WACV.2019.00106

 32. Reis,I, Baron,D, and Shahaf,S. Probabilistic random Forest: a machine learning algorithm for Noisy data sets. Astron J. (2018) 157:16. doi: 10.3847/1538-3881/aaf101

 33. Mervin,LH, Trapotsi,MA, Afzal,AM, Barrett,IP, Bender,A, and Engkvist,O. Probabilistic random Forest improves bioactivity predictions close to the classification threshold by taking into account experimental uncertainty. Aust J Chem. (2021) 13:62. doi: 10.1186/s13321-021-00539-7 

 34. Grinsztajn,L, Oyallon,E, and Varoquaux,G. Why do tree-based models still outperform deep learning on tabular data? (2022) Available at: https://arxiv.org/abs/2207.08815v1 (Accessed Jan 11, 2023).

 35. Metz,LM, Li,DKB, Traboulsee,AL, Duquette,P, Eliasziw,M, Cerchiaro,G , et al. Trial of minocycline in a clinically isolated syndrome of multiple sclerosis. N Engl J Med. (2017) 376:2122–33. doi: 10.1056/NEJMoa1608889 

 36. Thompson,AJ, Banwell,BL, Barkhof,F, Carroll,WM, Coetzee,T, Comi,G , et al. Diagnosis of multiple sclerosis: 2017 revisions of the McDonald criteria. Lancet Neurol. (2018) 17:162–73. doi: 10.1016/S1474-4422(17)30470-2

 37. Avants,BB, Tustison,NJ, Song,G, Cook,PA, Klein,A, and Gee,JC. A reproducible evaluation of ANTs similarity metric performance in brain image registration. NeuroImage. (2011) 54:2033–44. doi: 10.1016/j.neuroimage.2010.09.025

 38. Avants,B, and Tustison,N. ANTs/ANTsR brain templates [internet]. (2018) Available at: https://figshare.com/articles/dataset/ANTs_ANTsR_Brain_Templates/915436/2 (Accessed Jan 11, 2023).

 39. McAusland,J, Tam,RC, Wong,E, Riddehough,A, and Li,DKB. Optimizing the use of radiologist seed points for improved multiple sclerosis lesion segmentation. IEEE Trans Biomed Eng. (2010) 57:2689–98. doi: 10.1109/TBME.2010.2055865 

 40. Woolrich,MW, Jbabdi,S, Patenaude,B, Chappell,M, Makni,S, Behrens,T , et al. Bayesian analysis of neuroimaging data in FSL. NeuroImage. (2009) 45:S173–S186. doi: 10.1016/j.neuroimage.2008.10.055

 41. Wottschel,V, Alexander,DC, Kwok,PP, Chard,DT, Stromillo,ML, de Stefano,N , et al. Predicting outcome in clinically isolated syndrome using machine learning. Neuroimage Clin. (2015) 7:281–7. doi: 10.1016/j.nicl.2014.11.021 

 42. Yoo,Y, Tang,LYW, Li,DKB, Metz,L, Kolind,S, Traboulsee,AL , et al. Deep learning of brain lesion patterns and user-defined clinical and MRI features for predicting conversion to multiple sclerosis from clinically isolated syndrome In Computer Methods in Biomechanics and Biomedical Engineering: Imaging & Amp; Visualization, eds. G. Carneiro, J. Manuel, and R. S. Tavares vol. 7: Informa UK Limited (2017). 250–9.

 43. Tayyab,M. Predicting new disease activity from deep grey matter on MRI in early multiple sclerosis using random forests and neural networks: Feature selection and accounting for class label uncertainty [internet]. (2021) Available at: https://open.library.ubc.ca/collections/24/items/1.0402485

 44. Reis,I, and Baron,D. Probabilistic random forest (PRF). (2018) Available at: https://github.com/ireis/PRF

 45. Guarneri,F, Calderone,G, Cristiani,S, Fontanot,F, Boutsia,K, Cupani,G , et al. The probabilistic random forest applied to the selection of quasar candidates in the QUBRICS survey. Mon Not R Astron Soc. (2021) 506:2471–81. doi: 10.1093/mnras/stab1867

 46. Amato,MP, de Stefano,N, Inglese,M, Morena,E, Ristori,G, Salvetti,M , et al. Secondary prevention in Radiologically isolated syndromes and prodromal stages of multiple sclerosis. Front Neurol. (2022) 13:787160. doi: 10.3389/fneur.2022.787160

 47. Lebrun-Frenay,C, Kantarci,O, Siva,A, Sormani,MP, Pelletier,D, Okuda,DT , et al. Radiologically isolated syndrome: 10-year risk estimate of a clinical event. Ann Neurol. (2020) 88:407–17. doi: 10.1002/ana.25799 

 48. Lebrun-Frénay,C, Rollot,F, Mondot,L, Zephir,H, Louapre,C, le Page,E , et al. Risk factors and time to clinical symptoms of multiple sclerosis among patients with Radiologically isolated syndrome. JAMA Netw Open. (2021) 4:e2128271–1. doi: 10.1001/jamanetworkopen.2021.28271

 49. Labiano-Fontcuberta,A, Mato-Abad,V, Álvarez-Linera,J, Hernández-Tamames,JA, Martínez-Ginés,ML, Aladro,Y , et al. Gray matter involvement in Radiologically isolated syndrome. Medicine. (2016) 95:e3208. doi: 10.1097/MD.0000000000003208



OPS/images/fneur-14-1165267-e013.jpg
2% (Precision * Recall)

Fl-score = =
(Precision + Recall)





OPS/xhtml/Nav.xhtml




Contents





		Cover



		Accounting for uncertainty in training data to improve machine learning performance in predicting new disease activity in early multiple sclerosis



		1. Introduction



		2. Methods



		2.1. Dataset and study participants



		2.2. MRI acquisition and preprocessing



		2.3. Input variables and prediction outcome



		2.4. Machine learning models and training



		2.5. Probabilistic random forest



		2.6. Model training and hyperparameter selection



		2.7. Implementation details



		2.8. Class probabilities for PRF



		2.9. Evaluation of model performance and statistical analysis









		3. Results



		4. Discussion



		5. Limitations to the study



		6. Conclusion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Publisher’s note



		References



















OPS/images/fneur-14-1165267-e012.jpg





OPS/images/fneur-14-1165267-e015.jpg
—
(TP+FN)

Sensitivity =





OPS/images/fneur-14-1165267-e014.jpg
TP
(TP+FP)

Precision =





OPS/images/fneur-14-1165267-e011.jpg





OPS/images/fneur-14-1165267-e010.jpg





OPS/images/cover.jpg
, frontiers | Frontiers in Neurology

Accounting for uncertainty in
training data to improve machine
learning performance in
predicting new disease activity in
early multiple sclerosis












OPS/images/crossmark.jpg
(®) Check for updates







OPS/images/logo.jpg
¥ frontiers = Frontiers in Neurology






OPS/images/fneur-14-1165267-e005.jpg
Axi





OPS/images/fneur-14-1165267-e006.jpg





OPS/images/fneur-14-1165267-e003.jpg





OPS/images/fneur-14-1165267-e004.jpg





OPS/images/fneur-14-1165267-e009.jpg
Axi





OPS/images/fneur-14-1165267-e007.jpg





OPS/images/fneur-14-1165267-e008.jpg





OPS/images/fneur-14-1165267-e001.jpg
(Xi Vi)





OPS/images/fneur-14-1165267-t002.jpg
eter name  Measures

BOD Burden of disease [T2w lesion volume (mm")]

- BPF (ratio of brain parenchymal volume to total
intracranial volume)

Sex Sex (Female =1, Male =0)

Cispe CIS is monofocal at onset (=0) CIS is multifocal at
onset (=1)

Cerebrum Tnitial CIS event at cerebrum* (Yes=1, No=0)

Optic nerve Initial CIS event at optic nerve* (Yes =1, No=0)

Cerebellum Initial CIS event at cerebellum* (Yes =1, No=0)

Brainstem Initial CIS event at brain stem* (Yes=1, No=0)

Spinal cord Initial CIS event at spinal cord* (Yes=1, No=0)

EDSS Extended disability status scale

. Indicates whether a participant was assigned to the
treatment group (=1) or placebo group (=0)

R_caudate, L_caudate Volumes of the right and lef caudate nuclei (mm’)

R_thalamus, L_thalamus Volumes of the right and left thalami (mm”)

R_putamen, L_putamen  Volumes of the right and left putamina (mm’)

R_palllidum, I_pallidum  Volumes of the right and left globus palidi (mm’)

*Anatomic location deemed to be the ste of the first CIS attack, as determined by the
physician.
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Approach (&) Recall Precision F1-Score
RF.qqusc (trained with only the 110 confirmed labels) 0.69 (0.09) 90.15 (5.26) 77.02(4.95) 8258 (5.94)
RE,,.. (trained with all 142 samples, with 32 0.71(0.16) 7197 (898) 86.42(5.17) 76.82(6.57)

uncertain labels assigned as stable)
PRF (trained with all 142 samples, with 32 uncertain 0.76 (0.14) 92.32(4.22) 82.31(7.78) 86.57 (6.71)
labels assigned a 50% probability)

In each fold, the model performance was measured on a test set with only confirmed labels. Bold indicates the highest values.





OPS/images/fneur-14-1165267-e017.jpg
FNR=1-TPR





OPS/images/fneur-14-1165267-e016.jpg
P

TPR=—1"
(TP+FN)





OPS/images/fneur-14-1165267-t001.jpg
Characteristics Values

Total number of participants 142
Participants assigned to minocycline 72(51.42%)
Participants assigned to placebo 70 (48.57%)
Mean age at CIS" onset [years (SD)] 359(92)

Number of females (1 (%)) 97 (69%)

Number of participants from white race [ (%)] 120 (86%)
Median EDSS® (range) 15(0-45)

Median T2 lesi
(Ist and 3rd Quartile)]

n volume [mm®

1675.15 (550475, 3796.8)

Median CIS* duration [days (range)] 835 (21-190)

Clinically isolated syndrome.
“Expanded disability status scale.





OPS/images/fneur-14-1165267-g001.jpg
Receiver Operating Characteristic (ROC) curves

10
Zos
g
s
£
2 o6
£
2
]
04
5
&
E 02
— Probabilistic Random Forest (AUC = 0.76)
—— RF-naive (AUC = 0.71)
00 — RF-exclude (AUC = 0.69)
Y 02 04 06 o8 10

False Positive Rate (Positive label: 1)





