
TYPE Original Research

PUBLISHED 17 January 2023

DOI 10.3389/fnbot.2022.1057983

OPEN ACCESS

EDITED BY

Wenming Zheng,

Southeast University, China

REVIEWED BY

Jia-Bao Liu,

Anhui Jianzhu University, China

Xin Luo,

Chongqing Institute of Green and Intelligent

Technology (CAS), China

*CORRESPONDENCE

Ruoyuan Zhang

hf_zry@163.com

RECEIVED 30 September 2022

ACCEPTED 30 December 2022

PUBLISHED 17 January 2023

CITATION

Ma R and Zhang R (2023) Facial expression

recognition method based on PSA—YOLO

network. Front. Neurorobot. 16:1057983.

doi: 10.3389/fnbot.2022.1057983

COPYRIGHT

© 2023 Ma and Zhang. This is an open-access

article distributed under the terms of the

Creative Commons Attribution License (CC BY).

The use, distribution or reproduction in other

forums is permitted, provided the original

author(s) and the copyright owner(s) are

credited and that the original publication in this

journal is cited, in accordance with accepted

academic practice. No use, distribution or

reproduction is permitted which does not

comply with these terms.

Facial expression recognition
method based on PSA—YOLO
network

Ruoling Ma1 and Ruoyuan Zhang2*

1Guangdong Finance and Trade of Vocational College, Guangzhou, China, 2Anhui Water Conservancy

Technical College, Hefei, China

In order to improve the recognition speed and accuracy of face expression

recognition, we propose a face expression recognition method based on PSA—YOLO

(Pyramids Squeeze Attention—You Only Look Once). Based on CSPDarknet53,

the Focus structure and pyramid compression channel attention mechanism are

integrated, and the network depth reduction strategy is adopted to build a

PSA-CSPDarknet-1 lightweight backbone network with small parameters and high

accuracy, which improves the speed of face expression recognition. Secondly, in the

neck of the network, a spatial pyramid convolutional pooling module is built, which

enhances the spatial information extraction ability of deep feature maps with a very

small computational cost, and uses the α—CIoU loss function as the bounding box

loss function to improve the recognition accuracy of the network for targets under

high IoU threshold and improve the accuracy of face expression recognition. The

proposed method is validated on the JAFFE, CK+, and Cohn-Kanade datasets. The

experimental results show that the running time of the proposed method and the

comparison method is reduced from 1,800 to 200ms, and the recognition accuracy

is increased by 3.11, 2.58, and 3.91%, respectively, so the method proposed in this

paper has good applicability.

KEYWORDS

YOLOv4 network, PSA—YOLO network, facial expression recognition, channel attention
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1. Introduction

Nowadays, with the rapid development of computer technology, automatic facial expression

recognition technology has been widely applied in networked learning, medical treatment,

transportation, and social security fields (Yao et al., 2018; Zhang and He, 2021). Most methods

perform expression recognition when the user’s head is in the front or near the front state, and

the face is basically unaffected by occlusion (Zhang and Xu, 2020). However, this restriction

significantly reduces the robustness of the expression recognition algorithm. In addition, there

are also some methods to learn user-related facial features by directly constraining users.

This feature is particularly sensitive to the identity information of users, so the identification

robustness of unknown users’ needs to be improved (Lin et al., 2020).

At present, facial expression recognition is mainly divided into two methods: one is a single

frame image, and the other is a video image. The former mainly extracts feature images from

the input, while the latter can extract the temporal information of the image sequence and the

features of each static image (Chen et al., 2018; Tan et al., 2019; Lin et al., 2020). Some facial

expression recognition systems may have good performance in some image datasets but poor

performance in others, and there is still room to improve the robustness of facial expression

recognition (Li et al., 2020; Liu and Xin, 2020). Based on the above analysis, a facial expression

recognition method based on PSA—YOLO network is proposed to solve the problems of facial

expression recognition accuracy and data set universality.
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Facial expressions correspond to a person’s internal emotional

state, intention, or social information. Literature Jan et al. (2018)

defines six basic terms of “anger,” “disgust,” “fear,” “happiness,”

“sadness,” and “surprise,” followed by the expression of “contempt.”

Facial expression recognition is a traditional problem in computer

vision and an essential part of artificial intelligence technology. It

has gradually attracted more and more attention, and scholars have

proposed a large number of new methods (Islam and Hossain, 2019).

For example, reference Li et al. (2018) proposed a facial

expression recognition algorithm combining HOG features and

improving KC—FDDL (K-means Cluster and Fisher Discrimination

Dictionary Learning) Dictionary Learning sparse representation. The

HOG features of the normalized expression images were extracted to

form the training set, the Fisher discriminant dictionary learning of

the improved K-means clustering was carried out, and the expression

classification was carried out with the sparse representation weighted

by the residuals, which overcame the influence of illumination and

occlusion in the process of facial expression recognition. However,

this method cannot recover sufficient expression information for

occluded regions. Literature Tamfous et al. (2020) used sparse coding

and dictionary learning methods to study the time-varying shapes in

Kendall shape space of 2D and 3D landmarks and studied intrinsic

and non-intrinsic solutions to overcome the non-linearity of shape

space on facial expression recognition, including action trajectory

recognition. However, this method is highly dependent on data sets,

and different data sets greatly impact the recognition results (Liu

et al., 2020).

In recent years, CNN (Convolutional Neural Networks) hasmade

great contributions to the image classification neighborhood. Many

expression recognition methods based on CNN have emerged, which

make up for the poor robustness of traditional methods (Wang

et al., 2020). For example, a FER (Facial Expression Recognition)

method based on a variant feature reduction model and iterative

optimization classification strategy was proposed in the literature

Du and Hu (2019). WPLBP (Weighted patch-based Local Binary

Patterns) is used for feature extraction and expression classification,

improving expression recognition accuracy. However, the accuracy of

the feature extraction process should be further enhanced. Reference

Keyu et al. (2018) proposes a UDADL (Unsupervised Domain

Adaptive Dictionary Learning) model, which Bridges the source

Domain and target Domain by Learning a shared Dictionary. The

analytical dictionary finds approximate solutions as latent variables

to simplify the identification process. Literature Liang et al. (2020)

proposes a framework for co-learning FER’s spatial characteristics

and temporal dynamics. The deep network is used to extract

spatial features from each frame, the convolution network is used

to model the temporal dynamics, and BiLSTM (directional Long

Short-Term Memory) network is used to collect clues from the

fused functions to complete facial expression recognition. However,

the user identity in practice is difficult to define. Literature Chen

et al. (2020) proposes a method of facial expression recognition

using GAN (Generative Adversarial Network), which focuses on

the recognition of facial expressions with a large intra—class

gap in the process of facial expression recognition in the real

environment so as to better adapt to the tasks with significant

intra—class differences.

At present, deep learning-based facial expression target facial

expression recognition algorithms are mainly single-stage algorithms

with YOLO (You Only Look Once) series as the core and two-

stage algorithms with RCNN (Region CNN) as the core (Muhammad

et al., 2018). Studies in literature Jin et al. (2019) mainly replace

or improve the backbone network in YOLO network to improve

the facial expression recognition performance of the algorithm.

However, the improved network still has shortcomings, such as

insufficient attention to the details of expression images and

insufficient utilization of semantic information contained in deep

features, affecting the performance of facial expression recognition.

Therefore, these factors should be fully considered and utilized to

improve the performance of the YOLO network in facial expression

and facial expression recognition.

To solve the above problems, Ours takes the YOLOv4 target

facial expression recognition network as the basis, aiming at the

task of facial expression, facial expression recognition, and aiming

at improving the accuracy and speed of facial expression, facial

expression recognition by the network, builds PSA—YOLO target

facial expression recognition network with the characteristics of

high facial expression recognition accuracy, fast facial expression

recognition speed, and high facial expression recognition rate of

small targets.

2. PSA—YOLO recognition algorithm

2.1. PSA—YOLO network structure

Ours proposes a PSA—YOLO network based on the YOLOv4

target facial expression recognition network, in which CBM

represents “convolution—batch normalization—Mish activation

function module” and BN (Batch Normalization), as shown

in Figure 1. First, the Focus structure (Glenn, 2021) and PSA

mechanism (Zhang et al., 2021) were added to the CSPDarknet53

backbone network, and residual blocks were stacked in the

pattern of “1-1-4-4-2” to simplify the number of network layers.

Second, SPC (Squeeze and Concat) module and SPP (Spatial

Pyramid Pooling) module (He et al., 2014) are fused into SPCSP

(Spatial Pyramid Convolution and Pooling) replaces the original

SPP module. Finally, the k-means clustering method and α-

CIOU loss function are used to perform dimension analysis

and bounding box regression on the training image, and the

facial expression recognition head part remains unchanged.

These parts together constitute the basic structure of the

PSA—YOLO network.

2.2. PSA—CSPDarknet feature extraction
network

To pay more attention to the channels important to target facial

expression recognition information in the initial stage of network

forward propagation and fully extract the underlying features of

facial expression edge texture to improve the accuracy of facial

expression recognition, PSA—CSPDarknet network only retains

residual blocks in CSP1-1 layer of CSP1-53 network and adds Focus

structure and PSA module in front of residual blocks. The PSA—

CSPDarkNet network structure is shown in Figure 2. The Focus

structure has been used in the YOLOv5 (Hu et al., 2018) target facial
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FIGURE 1

Structure of PSA YOLO.

FIGURE 2

Structure of original CSP 1 1 and improved structure.

expression recognition network to replace the backbone network for

the first downsampling, showing good facial expression recognition

performance in the COCO dataset. The input image is cut into four

similar feature maps by tensor slicing operation, and then the four

feature maps are fused in the channel dimension to transform the

spatial features into channel features without information loss to

replace the first down-sampling in the original network.

The PSA module is divided into four parts, as shown in

Figure 3 (K represents the convolution kernel size, G represents

the convolution kernel grouping size, and FC represents the fully

connected layer). Firstly, the SPC module effectively extracts and

integrates the spatial information of different scales of the input

feature map. For the spatial dimension of the input feature map, the

SPC module uses convolution kernels of four sizes (3, 5, 7, and 9)

to perform grouped convolution. The sizes of the grouped kernels

of each size are 2, 4, 8, and 16, respectively, to realize grouped

convolution and channel compression of the feature map. Then, the

SEWeight module (He et al., 2016) is used to learn the weight of

the feature map processed by the SPC module, coordinate the local

and global attention, and assign different weights according to the

importance of the feature channel to the classification task. Softmax

normalizes the weight of the included channel. The interaction

FIGURE 3

Structure of the PSA mechanism.

between attention weight and the channel is realized by multiplying

the normalized weight with the feature map processed by the SPC

module so that the channel, which is more important for expression

facial expression recognition in the feature map, is assigned with

higher weight.

In order to balance the speed and accuracy of the backbone

network, based on CSPDarknet53 after the fusion of Focus

structure and PSA module, the number of residual blocks is

readjusted to simplify the number of network layers and reduce

the network parameters and computation burden. Three models

were constructed, PSA-CSPDarknet-1, PSA-CSPDarknet-2, and

PSA-CSPDarknet-3. Among them, PSA-CSPDarknet-1 halved the

number of residual blocks in CSP layer of CSPDarknet53 network
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and set it as “1-1-4-4-2.” Inspired by the network structures of

Resnet-18 and Resnet-34 in literature Liu et al. (2018), PSA-

CSPDarknet-2 and PSA-CSPDarknet-3 residual arrangements were

set as “1-2-2-2-2” and “1-3-4-6-3,” respectively.

2.3. SPCP module

To further extract the multi-scale semantic information of

spatial dimensions in the deep backbone network, a spatial pyramid

convolution pooling module is constructed to replace the original

spatial pyramid pooling module. In YOLOv4, the neck mainly

consists of two parts: spatial pyramid pooling and PANet (Path

Aggregation Network; Rezatofigh et al., 2019). Spatial pyramid

pooling is a particular pooling method, which adopts the maximum

pooling with a step size of 1 and convolution kernel size of 5× 5, 9×

9, and 13× 13, which is closely integrated with the feature map of the

deepest layer of the backbone network to expand the receptive field

and integrate multi-scale spatial information. In PSA—YOLO target

recognition network, the backbone network extracts local texture and

pattern information to construct the semantic information required

by the subsequent layer. However, with the increase in complexity,

the width of the network will become larger, especially after the SPP

module, the number of convolution kernels reaches 2,048, which

increases the number of network parameters and computations. The

SPC module is inserted before the SPP module, and the number

of convolution kernels entering the SPP module is reduced by half

by the method of grouping multi-scale convolution followed by

recompression. The network computation is further balanced while

the extraction of multi-scale spatial information is strengthened.

As shown in Figure 4, before the SPC module is added to the

SPP module, the number of channels entering the SPP module is

compressed to 1,024 to build the SPCPmodule. On the premise of not

affecting the speed of data propagation in the network, the efficiency

of using local feature information and global feature information

is improved. The bottom-up path enhancement is used in the path

aggregation network to shorten the high-low fusion path of themulti-

scale feature pyramid. The featuremap information of the CSP4 layer,

CSP2 layer, and three scales output by the SPCP module is fused

in PSA—CSPDarknet. The feature information of shallow networks

(CSP4 layer and CSP2 layer) can be used effectively.

2.4. Bounding box loss function

The commonly used bounding box loss functions are evolved

based on the IoU loss, such as GIoU (Generalized IoU; Zheng

et al., 2020), DIoU (Distance IoU), and CIoU (Complete IoU; He

et al., 2021). The α-IoU series loss (Liliana et al., 2019) applies

power transformation to summarize the above IOU-based loss.When

the noise box with low IoU value appears, the α-IoU loss can

adaptively increase the bounding box regression loss value so that

the reduction of bounding box loss can be suppressed and the

overfitting phenomenon can be avoided when the prediction box

with controversy is trained. On the contrary, when the prediction

box with high IoU value appears, the α-IoU loss will get lower

bounding box loss than the noise box so that the network can

predict more objects with high IoU value, and the average accuracy of

facial expression recognition at high IoU threshold can be improved.

Under the action of the above two factors, the facial expression

recognition performance of the network with high IoU threshold will

be enhanced.

3. Experimental results and analysis

This experiment is based on python1.2 simulation platform,

and the hardware environment is: Microsoft Windows 10 operating

system, the CPU model is E5-1620 V4, the clock frequency is 3.5

GHz, the graphics card is NVIDIA TITAN V, the video memory

size is 12 GB. In this experiment, PSA—YOLO network model

was trained for 250 cycles, the minimum batch was 64, and its

initial learning rate and learning rate change factor were 0.01 and

0.96, respectively. After each step, the learning rate was reduced.

The maximum number of iterations, momentum, and weight decay

are 2,000, 0.9, and 0.0002, respectively. After 1,600 iterations, the

connections between PSA—YOLO networks have been formed, and

the subsequent iterations are trained to enhance correlation and

eliminate noise.

3.1. JAFFE dataset experiment

JAFFE is a database of facial expressions with just 213 still

images. JAFFE dataset is used to test the effect of a small number

of images on system training by different training methods. From

the JAFFE dataset, 202 images were selected that were processed

using image preprocessing techniques (the JAFFE dataset contains

some mislabeled facial expressions that were later removed). This

dataset has seven different facial expressions: angry, happy, neutral,

surprised, sad, afraid and disgusted. A partial image example of the

JAFFE dataset is shown in Figure 5.

In each test, 70% of the images were randomly selected as

training images, and the remaining images were used as test images.

The recognition effect of the proposed method is experimentally

demonstrated on the JAFFE dataset. The confusion matrix of seven

expressions is shown in Figure 6.

It can be seen from Figure 6 that the recognition accuracy of the

proposed method in seven types of facial expressions is all higher

than 60%, among which the recognition accuracy of happy, sad

and surprised expressions is all higher than 85%, and the happy

expression is the easiest to recognize with an accuracy of 89%.

Confusion is often caused by the fact that angry and disgusted

expressions are similar to each other in some cases, causing them

to be indistinguishable in pixel space. In addition, the JAFFE dataset

has a small number of images and is suitable for the PSA—YOLO

network, so the overall recognition effect is satisfactory. In addition,

in the JAFFE data set, the recognition accuracy of each emotion

and the overall recognition accuracy obtained by the proposed

method and other comparison methods (methods in literature Du

and Hu, 2019; Chen et al., 2020; Liang et al., 2020) are shown in

Table 1.

As can be seen from Table 1, both the recognition accuracy of

each expression and the overall recognition accuracy, the results

obtained by the proposed method are higher than other comparison

methods, and the overall recognition accuracy is 83.84%. In literature

Du and Hu (2019), WPLBP is used to extract expression features
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FIGURE 4

Structure of the SPCP module.

FIGURE 5

Some image examples of the JAFFE dataset.

and iterative optimization classification strategy is used to realize

expression recognition. However, this method is greatly affected

by the extraction accuracy, so the classification accuracy is low,

and the overall recognition accuracy is 74.19%. In literature Liang

et al. (2020), deep network is used to extract spatial features from

each video frame, and facial expression recognition is completed

through the BiLSTM network. Face recognition is completed

from two perspectives of time and space, with many constraints,

and the recognition accuracy is limited to a certain extent. The

overall recognition accuracy is 78.56%. In literature Chen et al.

(2020), GAN is used to realize facial expression recognition. This

method is used primarily to recognize expressions with large

intra-class gaps. Therefore, for expressions with small intra-class

gaps, the recognition effect is insignificant, such as neutral and

fearful expressions.

3.2. CK+ dataset experiment

The CK+ dataset contains 593 facial expression sequences,

each of which can be viewed as several consecutive video

frames, with ∼10,000 facial expression images from 123 models.

Since these image sequences are continuous, there are many

similar images. In the experiment, 693 images were selected and

processed by image preprocessing technology after removing the

similar images. Images with seven expressions were selected from

the dataset: angry, happy, neutral, surprised, sad, afraid, and

disgusted. A partial image example of the CK+ dataset is shown

in Figure 7.

In each test, 70% of the images were randomly selected as

training images, and the remaining images were used as test images.

The recognition effect of the proposed method is experimentally
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FIGURE 6

Expression recognition confusion matrixbased on JAFFE dataset.

TABLE 1 Expression recognition accuracy obtained by di�erent methods in

JAFFE dataset.

Expression Reference
Du and
Hu

(2019)

Reference
Keyu
et al.
(2018)

Reference
Liang
et al.
(2020)

Ours

Angry 75.02% 77.38% 79.94% 81.02%

Hate 76.39% 78.26% 80.07% 81.95%

Fear 71.88% 73.59% 74.63% 75.78%

Happy 84.39% 86.47% 88.16% 89.01%

Neutral 57.84% 58.91% 60.03% 61.56%

Sad 82.63% 84.19% 86.25% 87.34%

Surprised 83.68% 85.97% 87.35% 88.29%

Average 74.19% 78.56% 80.73% 83.84%

demonstrated on the CK+ dataset. The confusion matrix of seven

expressions is shown in Figure 8.

As can be seen from Figure 8, the recognition accuracy of the

proposed method is higher than 60% in all seven types of facial

expressions, among which the recognition accuracy of happy and

sad expressions is 94 and 93%, respectively, and the recognition

accuracy of surprised, afraid and disgusted expressions is over 80%.

Because angry and disgusted expressions are similar to each other in

some cases, they are indistinguishable in pixel space, thus confusing.

In addition, the large number of images in the CK+ dataset is

conducive to model training, so the overall recognition accuracy is

high. In addition, in the CK+ data set, the recognition accuracy

of each emotion and the overall recognition accuracy obtained by

the proposed method and other comparison methods (methods in

literature Du and Hu, 2019; Chen et al., 2020; Liang et al., 2020) are

shown in Table 2.

As can be seen from Table 2, the results obtained by the proposed

method are higher than other methods in terms of both the

recognition accuracy of each emotion and the overall recognition

accuracy, with an overall recognition accuracy of 85.09%. Literature

Du and Hu (2019) used WPLBP to extract expression features and

iteratively optimized the classification strategy to realize expression

recognition. Literature Liang et al. (2020) used BiLSTM network

combined with deep network to extract spatial and temporal features

to complete face recognition. In literature Chen et al. (2020),

GAN was used to realize facial expression recognition. Compared

with the other three methods, the overall recognition accuracy

of the proposed method is improved by 7.32, 4.87, and 3.12%,

respectively, which proves the superiority of the facial expression

recognition performance.

3.3. Cohn-Kanade dataset experiment

The Cohn-Kanade Facial Expression Database was created in

2000 by the Robotics Institute and the Department of Psychology

at CMU. The dataset consists of about 500 sequences of multiple

expressions from 100 female adults, including African Americans,

Latinos, Asians and others. In the experiment, images need to be

normalized to obtain images with sizes of 64 × 64. Some images are

shown in Figure 9.

In Cohn-Kanade data set on the experiment, the effect of the

method inOurs to identify randomly selected 20 research objects,

each object contains six different images of the expression, randomly

selected 10 object used in the training, the remaining 10 object is used

to test, 30 times to experiment on average, six kinds of expression of

the confusion matrix is shown in Figure 10.

As can be seen from Figure 10, the recognition accuracy of each

expression of the proposed method is higher than 75%. Since there

is no neutral expression in this data set, expressions such as fear

and disgust will not be confused with neutral expressions, so the

accuracy has been improved to a certain extent. Similarly, happy and

sad expressions were easy to recognize, with a recognition accuracy

of 92 and 91%, respectively, both higher than 90%. In addition, in the

Cohn-Kanade dataset, the recognition accuracy of each emotion and

the overall recognition accuracy obtained by the proposed method

and other comparison methods (methods in references Du and Hu,

2019; Chen et al., 2020; Liang et al., 2020) are shown in Table 3.

As can be seen from Table 3, consistent with the recognition

structure of JAFFE and CK+ datasets, the proposed method has

higher recognition accuracy than other comparison methods in

each expression and overall recognition, with an overall recognition

accuracy of 84.87%. The recognition accuracy of literature Du and

Hu (2019) is greatly affected by the feature extraction accuracy

of WPLBP method, so the classification accuracy is not high, and

the overall recognition accuracy is 78.85%. Literature Liang et al.

(2020) combines the spatiotemporal features of facial expressions

and uses convolutional network to model the temporal dynamics,

which makes it difficult to extract features. In reference Chen

et al. (2020), GAN is used to realize facial expression recognition

for expressions with large intra-class gap in the process of facial

expression recognition. The application scenario is relatively single,

and the recognition effect needs to be improved.

3.4. Identify error rates

In order to demonstrate the facial expression recognition

performance of the proposed method in the JAFFE data set, CK+

data set and Cohn-Kanade data set, it is compared with the methods

in literatures Du and Hu (2019), Chen et al. (2020), and Liang et al.
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FIGURE 7

Some image examples of the CK+ dataset.

FIGURE 8

Expression recognition confusion matrix of CK+ dataset.

(2020), and the error rate of 5-fold cross-validation is shown in

Table 4.

As can be seen from Table 4, the proposed method has the

lowest error rate, which is 8.91%. Because the number of images in

JAFFE database is very small, deep PSA—YOLO has not yet shown

the best performance, so the performance of PSA—YOLO network

is close to the recognition effect of GAN used in literature Chen

et al. (2020). However, the proposed method adopts PSA—YOLO

network model and spatial pyramid convolution pooling module to

enhance the spatial information extraction ability of deep feature

maps withminimal computational cost, so the expression recognition

effect is better. The CK+ dataset, two images were selected for each

expression for each subject, one of which was the frame at the

beginning of the expression of the emotion, while the other was the

frame in the image sequence when the emotion reached its expression

peak. The combined classification of the two images can reduce

the error rate, so the error rate of the proposed method is reduced

compared with the JAFFE dataset. As can be seen from Table 4, the

proposed method achieves the lowest error rate of 6.92%. Due to the

TABLE 2 Expression recognition accuracy obtained by di�erent methods in

the CK+ dataset.

Expression Reference
Du and
Hu

(2019)

Reference
Keyu
et al.
(2018)

Reference
Liang
et al.
(2020)

Ours

Angry 71.24% 72.38% 73.41% 74.17%

Hate 77.45% 78.37% 79.94% 81.23%

Fear 81.86% 82.59% 83.63% 84.58%

Happy 86.91% 88.73% 90.67% 94.49%

Neutral 65.29% 67.67% 68.35% 69.81%

Sad 85.78% 87.56% 89.49% 93.04%

Surprised 85.68% 86.97% 87.35% 89.96%

Average 79.26% 81.14% 82.51% 85.09%

limited number of images and limited network learning, the error rate

of this dataset is higher than that of CK+ dataset, but lower than that

of JAFFE dataset due to the lack of neutral expression, which avoids

expression confusion.

3.5. Other factors a�ecting the average
recognition rate

In order to further evaluate the performance of the proposed

method, it is compared with the methods in literatures Du and Hu

(2019), Chen et al. (2020), and Liang et al. (2020) in terms of the

running time of the training network and the accuracy of facial

expression recognition. The recognition accuracy and running time

of different methods on the JAFFE, CK+, and Cohn-Kanade datasets

are shown in Figure 11.

As can be seen from Figure 11, on JAFFE, CK+, and Cohn-

Kanade datasets, compared with other methods, ours integrates

Focus structure and PSA mechanism on the basis of CSPDarknet53,

and adopts network depth reduction strategy. A lightweight PSA
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FIGURE 9

Some image examples of Cohn-Kanade dataset.

FIGURE 10

Expression recognition confusion matrix of Cohn-Kanade dataset.

TABLE 3 Expression recognition accuracy obtained by di�erent methods in

Cohn-Kanade dataset.

Expression Reference
Du and
Hu

(2019)

Reference
Keyu
et al.
(2018)

Reference
Liang
et al.
(2020)

Ours

Angry 78.35% 79.81% 80.41% 82.02%

Hate 72.91% 74.62% 75.49% 76.13%

Fear 81.66% 82.57% 83.36% 84.47%

Happy 87.16% 89.98% 91.74% 92.61%

Sad 86.78% 87.65% 89.49% 91.08%

Surprised 75.02% 76.72% 77.35% 78.25%

Average 78.85% 80.04% 81.68% 84.87%

CSPDarknet 1 backbone network with a small number of parameters

and high accuracy was constructed. Secondly, in the neck of the

network, a spatial pyramid convolution pooling module is built

to enhance the spatial information extraction ability of the deep

TABLE 4 Error rates in di�erent datasets and di�erent methods.

Algorithm
data set

Reference
Du and
Hu

(2019)

Reference
Keyu
et al.
(2018)

Reference
Liang
et al.
(2020)

Ours

JAFFE (error

rate)

26.72% 18.86% 11.08% 8.91%

CK+ (error

rate)

21.19% 16.83% 10.95% 5.37%

Cohn-Kanade

(error rate)

23.08% 18.15% 10.37% 6.92%

FIGURE 11

Comparison of running time and recognition accuracy.

feature map with minimal computational cost, and the α-CIO U

loss function is used as the bounding box loss function to obtain

high recognition accuracy. In literature Liang et al. (2020), BiLSTM

network combined with spatial and temporal features extracted from

deep network is used to complete face recognition and recognize the

amount of system data. Therefore, the running time is the longest,

which is close to 1,800ms on CK+ dataset. The WPLBP method

in reference Du and Hu (2019) and the GAN model system in

reference Chen et al. (2020) are simple in composition, so the running

time is reduced compared with that in reference Liang et al. (2020),

but the recognition accuracy is lower than that of the proposed

method. In addition, the ratio of training images to the images used

in the test evaluation enables to evaluate the impact of the ratio

of training images of different methods on the selected dataset. In

the experiment, 70% of the images in the data set are used as the

training set, and the rest are used as the test set. Taking JAFFE

database as an example, different proportions of training images

using different methods and the resulting recognition accuracies are

shown in Figure 12.

As can be seen from Figure 12, when the ratio of training images

increases, the recognition accuracy of all methods will improve, and

the proposed method shows the best performance regardless of the
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FIGURE 12

Influence of training image proportion on recognition accuracy of

di�erent methods.

TABLE 5 Ablation experimental results in CK+ dataset.

Ablation experiment entries Average recognition rate

None feature extraction module 51.72%

None PSA module 59.07%

None CSPDdrknet53 module 75.12%

Complete network 83.84%

ratio of training images tested. In fact, when 90% of the images were

randomly selected from the JAFFE database as training images and

the remaining images were used as the test dataset, the recognition

accuracy of the method reached 96.0%.

3.6. Ablation experiments

In order to clarify the influence of each network component

on classification performance and operational efficiency, an ablation

experiment was conducted using the CK+ dataset as an example to

test the average accuracy of six expressions of happiness, sadness,

anger, surprise, fear and disgust. The proposed method includes four

main parts: feature extraction module, PAS module, CSPDdrknet53

module and classification module. Since the classification module

is necessary for classification in the network in this paper, the

classification module is retained, and the feature extraction module,

PASmodule, and CSPDdrknet53module are deleted respectively, and

then different experiments are performed, and the results are shown

in Table 5. It can be seen that when one of the modules is deleted, the

average recognition rate decreases to a certain extent compared to the

complete network. Especially in the absence of the feature extraction

module, the recognition rate decreased the most, only 51.72%.

Generally, the initial features obtained are too coarse, and direct

entry into subsequent processing will seriously affect the subsequent

results. Therefore, the feature extraction module is required in the

network. The PSA module is the core module of the proposed

method, and the lack of this module also leads to a serious decrease in

the recognition rate, which proves the importance of the PSAmodule.

It can also be seen from Table 5 that without CSPDdrknet53 module,

the average recognition rate is 75.12%. Therefore, each module has a

certain boost in the final output.

4. Conclusion

In order to improve the recognition speed and accuracy of face

expression recognition, ours propose a face expression recognition

method based on PSA-YOLO. Based on the YOLOv4 network,

comparative experiments were carried out on the backbone network,

neck, and bounding box loss function. Based on CSPDarknet53, the

Focus structure and pyramid compression attention mechanism are

added, and the lightweight processing is carried out to build the

PSA CSPDarknet backbone network. Secondly, the spatial pyramid

convolution pooling module is used in the neck, and the α-CIoU

loss is optimized as the bounding box loss function of the expression

recognition network. Eventually, the PSA—YOLO network was built.

Ablation validation of the proposed method was performed on

the JAFFE, CK+, and Cohn-Kanade datasets. The experimental

results show that the running time of the proposed method and

the comparison method is reduced from 1,800 to 200ms, and

the recognition accuracy is increased by 3.11, 2.58, and 3.91%,

respectively, which has obvious recognition advantages.
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