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Periodic event-triggered control (PETC) is a control strategy consisting of event-triggered
control (ETC) and conventional periodic sampled-data control. By using event-triggering
mechanisms (ETM) to periodically verify whether or not to transmit and compute the
measured output, communication and computational datum are significantly reduced
while still retaining a satisfactory performance. This paper investigates the PETC scheme
of robust J#%, filtering for a class of uncertain discrete-time Takagi-Sugeno (T-S) fuzzy
systems, where the sample time is assumed to be a constant. To analyze the filtering
problems of the PETC strategy, we present two frameworks based on perturbed linear
and piecewise linear systems, to model filtering error systems. Sufficient conditions for
the existence of a robust 7 filter are derived in the form of matrix inequalities (LMls)
under these two frameworks, respectively. Finally, a simulation example is used to testify
to the effectiveness of the proposed approach.

Keywords: discrete-time Takagi-Sugeno (T-S) fuzzy systems, ., filtering, periodic event-triggered, robust
control, perturbed and piecewise linear system approach

1. INTRODUCTION

T-S fuzzy models use a set of IF-THEN fuzzy rules to approximate complex nonlinear systems in
terms of a set of local linear models that are connected smoothly by fuzzy membership functions
at any preciseness (Sugeno, 1985; Tanaka and Wang, 2001). In other words, it can combine the
merits of both the fuzzy logic theory and the linear system theory, and brings a 2-fold advantage:
(i) any nonlinear systems can be approximately represented by the fuzzy dynamic models; (ii)
the controller itself can be designed by utilizing the concept of parallel distributed compensation
(PDCQ). Since a set of local linear models with T-S fuzzy rules can be used to represent a nonlinear
system, it is a natural approach to design a local controller for each local model, respectively.
In addition, digital fuzzy logic controllers (FLC) are successfully implemented in embedded
microprocessors because of the availability of low-cost and high-speed computers, and are widely
applied in a variety of engineering fields. Consequently, it becomes important to study problems of
control for T-S fuzzy discrete-time systems, and there are some results on T-S fuzzy discrete-time
systems in the open literature (Gao et al., 2005; Feng, 2006; Qiu et al., 2009; Wu et al., 2011; Zhong
etal, 2013, 2019).

In many digital implementations of control systems, the embedded microprocessors forming the
computational core of the control system are required to execute a variety of tasks, which consist
of sampling the output of the plant, computing the input of the controller, and implementing
the output of the controller. Under the execution of control tasks, two main schemes exist:
time-triggered control and event-triggered control. The event-triggered control decides whether
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or not to execute the control task in terms of a given threshold,
rather than a time-triggered control, in which the control task
is carried out in a periodic manner. When compared to time-
triggered control, the advantages of event-triggered control are 2-
fold: a reduction in the data transmission and the computational
cost of the controller. Over the past few years, there has been
an increasing interest in event-triggered control, (see Hristu-
Varsakelis and Kumar, 2002; Tabuada and Wang, 2006; Wang
and Lemmon, 2011; Heemels and Donkers, 2013; Zhong and
Zhu, 2017; Zhong, 2018, and references therein). The scheme
of event-based control has appeared under several names, such
as and periodic event-triggered control (PETC) (Heemels and
Donkers, 2013; Zhong and Zhu, 2017), event-triggered feedback
(Zhong, 2018), interrupt-based feedback Hristu-Varsakelis and
Kumar (2002), self-triggered feedback Wang and Lemmon
(2011), and state-triggered feedback Tabuada and Wang (2006).

Recently, an event-triggered scheme was studied for T-S fuzzy
systems, and some results were reported in Guan et al. (2013);
Jia et al. (2014), and He et al. (2013). It was noted that the
controller designed in He et al. (2013) is based on the assumption
that the premise variables between the fuzzy systems and the
fuzzy controller are synchronous all the time. Alternatively, the
condition that the premise variables between the fuzzy system
and the controller are asynchronous is considered in Guan et al.
(2013), Jia et al. (2014). In fact, it is worth pointing out that
the premise variables of the controller decide whether or not to
update, under the event-triggered strategy. In other words, if the
difference between the current measured output and the most
recently transmitted output value exceeds a specified threshold,
then the premise variables of the controller are updated to
the premise variables of the system. In this way, both the
premise variables between the fuzzy system and the controller
are synchronous. If the triggered condition is not satisfied, they
are asynchronous. More recently, the premise variables with the
PETC scheme was considered in Zhong and Zhu (2017, 2018),
Zhong et al. (2018). More specifically, the work of Zhong et al.
(2018) proposed a decentralized event-triggered mechanism for
a class of large-scale networked fuzzy systems. The work in Zhong
and Zhu (2018) introduced the asynchronous distributed event-
triggered output-feedback controller to stabilize large-scale fuzzy
systems. A distributed event-triggered controller was designed in
Zhong and Zhu (2017) under a two-channel network.

On the other hand, the Kalman and %, filtering are the
two main approaches among various filtering schemes. The 7%,
filtering method minimizes the signal estimation error for the
bounded disturbances and noise of the worst case, and does
not require the exact knowledge of the statistics of the external
noise signals. These two advantages render the ., filtering
method very appropriate to practical applications. Most recently,
some researchers have paid attention to state estimation/filtering
problems for nonlinear systems (Yin et al, 2016, 2018; Lin
et al,, 2017; Yin and Liu, 2017; Zhu et al.,, 2018a,b). More
specifically, the work of Yin and Liu (2017) focused on the
distributed moving horizon estimation (DMHE) for a class of
two-time-scale nonlinear systems described in the framework
of singularly perturbed systems. The work in Yin et al. (2018)
designed a distributed estimator for linear systems, deployed

over sensor networks within a multiple communication channels
(MCCs) framework. The HMM-based 7%, filtering problem
for discrete-time markov jump LPV systems was studied via
unreliable communication channels Zhu et al. (2018b). State
and input simultaneous estimation for discrete-time switched
singular delay systems were investigated under the missing
measurements Lin et al. (2017). The J#%, estimation for a class
of networked non-linear systems was considered in Yin et al.
(2016). The problem of stability and stabilization for discrete-
time switched PWA systems was studied by using a descriptor
system approach in Zhu et al. (2018a).

Moreover, to the authors’ best knowledge, few attempts have
been researched on the 2% filtering of T-S fuzzy systems under
a PETC strategy, and the %% filtering of T-S fuzzy systems in
the PETC strategy still remain open, which has motivated us to
conduct this study.

In this paper, we will study the robust .72, filtering design
for a class of uncertain discrete-time T-S fuzzy systems under a
PETC communication scheme, which is introduced to reduce the
systematic resource, while preserving the desired performance.
In this PETC scheme, the sample time is assumed to be a
constant, and the measurement output and the premise variables
of the filter are verified periodically on whether or not to
update. Two frameworks based on perturbed linear and piecewise
linear systems are presented to model the filtering error systems,
respectively. By introducing a fuzzy-basis-dependent Lyapunov
functional combined with Finsler lemma, sufficient conditions
for the robust filtering PETC design of these two frameworks are
derived, while satisfying a given .73, performance index, and the
filter gains can be obtained by solving a set of LMIs. Finally, an
example is exploited in order to illustrate the effectiveness of the
proposed results.

There are two main contributions in this paper. (i) Based on
a PETC scheme, we study the robust /7 filtering design for a
class of uncertain discrete-time T-S fuzzy systems. To the best of
our knowledge, relatively few theoretical results exist that study
the PETC problem of robust % filtering design for uncertain
T-S fuzzy systems. (ii) In previous work on PETC approaches, the
controller gains must be given a priori. In this paper, based on a
fuzzy-basis-dependent Lyapunov functional and Finsler’s lemma,
the fuzzy % filters for the filtering error systems, applying
perturbed linear (PL) and the piecewise linear (PWL) system
approaches, can be obtained by solving a set of linear matrix
inequalities (LMIs).

Notations. The notations used throughout this paper are
standard. R” and R"*™ represent the n-dimensional Euclidean
space and n X m real matrices. For a vector x € R", we denote
by llx]|: = VxTx its 2-norm. The notation P > 0 (> 0) means
that the matrix P is positive (semi-positive) definite. For a matrix
A e R™" A~! and AT are the inverse and transpose of the
matrix A, respectively, and A~T denotes (A~HT. Sym{A} is the
shorthand notation for A + AT. I, denotes an identity matrix
with dimension n. The symbol “x¢” in a matrix stands for the
transposed elements in the symmetric positions. [0, 00) refers
to the space of square-integrable vector functions over [0, 00).
If not explicitly stated, matrices are assumed to have compatible
dimensions for algebraic operations.
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2. MODEL DESCRIPTION AND PROBLEM
FORMULATION

Similar to Sugeno (1985), Tanaka and Wang (2001), Gao et al.
(2005), Qiu et al. (2009), and Wu et al. (2011), a discrete-time
T-S fuzzy dynamic model with parametric uncertainties can be
described as follows: ' '

Plant Rule R'": TF ¢, (k) is %] and §»(k) is #; and . . . and ¢g(k)
is 74, THEN

x(k+1) = (A + AA) x (k) + (Bi + AB) w (k) ,
y(k) = (Ci + AC) x (k) + (Di + AD)) w (k) ,
z(k)=Li+ AL)x(k) + (Fi+ AF) o (k), i€ £ :={1,2,-- -1},
(1)
where R’ denotes the ith fuzzy inference rule, r is the

number of inference rules, ‘6/\1

' (i=1,2,---g) are fuzzy sets,
x(k) € R™ denotes the system state, w(k) € R™ is the
bounded external disturbance, y(k) € R™ is the measurement
output, z(k) € R" is the signal to be regulated, ¢(k): =
[¢1(k), £2(k), - - - &g(K)] are some measurable variables of the
system, (A;, B, Cj, Dj, L;, F;) denotes the ith local model of the
system, (AA;, AB;, AC;, AD;, AL;, AF;) denotes the uncertainty
terms of the ith local model in the form of

AA; AB; My
AC; AD; | = | My | A(k) [Nli Ny ] ,ie X, (2)
AL; AF; M3;

where My;, M, M3;, N1;, and N,; are known matrices,
and A(k) € R"™x1 denotes the unknown time-varying
matrix satisfying

AT(k)AK) < I4,. (3)

Let h; [{ (k)] be the normalized fuzzy-basic-dependent function
of the inferred fuzzy set .#', where 7 := ]‘[ﬁzlﬁé,, and

hi[c)]: =

¢ ) k r
Zg=11_1¢=1u;¢(€¢(k)) i=1
(4)

where u;¢ (24 (k)) is the grade of membership of ¢4 (k) in .Z, qlb

By using a center-average defuzzifier, product fuzzy inference,
and a singleton fuzzifier, the following global T-S fuzzy dynamic
model can be obtained:

x(k+1) = (A + A4 x (k) + (B + ABy o (k)
y (k) = (Ci + AC) x (K) + (D; + ADp w (k) ,
z(k) = (Ci+ ALY x (k) + (Fi + AF) o (), 5)

where
A,’ A.A,' Bi AB; r

Ci ACi Di AD; | =Y hi[¢(K)]
E,’ A[,,' .7'—, A]:,' i=1

A; AA; B; AB;
Ci AC; D; AD;
Li AL; F; AF;

(6)

Sampler t 22 't_f 't_|4 35 E‘G
ETM —= o - - al -
ZOH T Y T \( Y T Y
T I T3 11 T4 | T6 |
<——=—> S | [t
FIGURE 1 | A PETC strategy with ETM in filtering system.

2.1. A PETC Strategy

For the filtering design, the traditional approach continually
executing the filtering task may be undesirable in many
situations. It leads to a conservative design (over-provisioning of
the system hardware). In order to reduce the unnecessary waste
of resources, we consider the PETC strategy outlined below:

>

Dl >8]y
Dl =sly

sy = |70 when (k) =5 (k
5 (k= 1), when [ (8) 5 ,
7)
where 7 (k) denotes the measurement output transmitting into
the filtering system, § > 0 is a suitably chosen design parameter.

In practical implementations of the PETC strategy (7), we
propose two different cases, see Figures 1, 2.

In Figure 1, two buffers located in the filtering system save
the last measurement output transmitted to the filter and the last
estimated signal, respectively. In every sample period, the event-
triggering mechanism (ETM), based on the difference between
the new measurement output and the last measurement output
reserved in the buffer, determines whether or not to update y (k).
Both j (k) and the fuzzy premise variables of the filter are updated
when the difference exceeds a preselected threshold, and y (k)
will be executed by the filtering system. If not, the last estimated
signal reserved in the other buffer is transmitted again and no
date is executed in the filtering system. It should be noted that in
this PETC strategy, the filter, the ETM, the buffers, and the fuzzy
rule generator are designed in the filtering system, avoiding a long
communication burden among them for the implementation of
the filtering system. Thus, the PETC strategy is easy to implement
in an inexpensive manner. However, it is impossible to reduce
the transmitted datum. We will next present another PETC
strategy which ensures a significant reduction in the number
of transmission.

In this solution, a smart sensor system is proposed in
Figure 2. The sensor system consists of a buffer stored at the last
measurement output, and an ETM that determines whether or
not to transmit the measurement output to the filtering system.
The other buffer is to save the last estimated signal. Therefore,
in every sample period the measurement output is transmitted
to the filter and is executed only when the difference between
the newly measurement output and the last measurement output
transmitted to the filtering system exceeds a given threshold.
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Sensor System

FIGURE 2 | A PETC strategy with ETM in sensor system.
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Otherwise, the last estimated signal reserved in the other buffer
will be transmitted again. In this way, this PETC strategy is
capable of significantly reducing the number of filtering task
transmission and executions, leading to a high cost and placing
along communication burden on the filter, the ETM, the buffers,
and the fuzzy rule generator. This PETC strategy is also described
by (7).

Now, given the fuzzy system (1) and the PETM strategy
(7), a fuzzy filter for the estimation of z(k) with the structure
described by

XF (k + 1) = Apsxp (k) + BFS)A’(k)»
ZF (k) = CrsXF (k) + Drsy(k), (8)

where xp (k) € R’ is the filter state, ng denotes the order of the
fuzzy filter (ny = ny for the full-order filter and 1 < ny < n, for
the reduced-order filter), zr (k) € R" an estimation of z(k), and
AFi, BFi, Cri, and Dp; are appropriately dimensioned filter gains
with the following form:
" A~ A
| o | = Shtewr )

s=1

AFs BFS
CFs DFs

i (2] = _Momme@®) o (np T2 0]
he [g(k)] D S ) = O’S;h‘ [g(k)] =1 )
and
£k = { ¢(k),  when [y (k) =y (k—1)| > 8]y (k)]
0= 1), when [y () 3 (k— )] <5 [y ()],

(10)
For convenience, define

hi = hi[c)] b = hi[ctk+ D] b = hilE(R))ie 2. (11)

Remark 1. It should be noted that the synchronous premise
variables between T-S fuzzy systems and controllers are
considered in He et al. (2013), and the asynchronous ones are
considered in Guan et al. (2013), Jia et al. (2014). In fact, for
the PECT strategy (7), the premise variables of the filter (8) are
determined to decide whether or not to update by an ETM. In
other words, the premise variables of the filter (8) are updated
to the premise variables of the fuzzy system (5) when the newly
measured output is transmitted to the filter. In this way, the
premise variables between the filter (8) and the fuzzy system (5)
are synchronous. Otherwise, they become asynchronous.

2.2. Closed-Loop System

2.2.1. Perturbed Linear System

In order to apply a perturbed linear system approach proposed in
Heemels et al. (2013), Zhong and Zhu (2017), we define

e(k) =7 (k) -y (k) (12)
and based on (7), yields
0=e(k) <51y M. (13

where § is a positive scalar.

By defining X (k) = [xT (k) x}TD (k)]T, z (k) =z (k) — zp (k) ,
and augmenting the model (5) and the filter (8), together with the
consideration of (12), we obtained the filtering error system:

{ X (k + 1) = (Ais :l— A./L's) X (k) + (B_i5_+ AB,'S) w (k) + 751‘56 (k) N
z (k) = (Cis + ACi) x (k) + (Eis + Ais) o (k) — Dse (k)
(14)
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where for any nonzero w € I, [0 00) and all admissible uncertainties.
Before ending this section, the following lemmas are
| A0 1| AAO introduced to prove our main results.
Ais=1 5 0 4. 2= g ac o |’ i i i
FsLi AFs FsAli Lemma 1. Xie (1996) Given constant matrices X,Y, and Z

5 _ B; 5 AB; = | 0
B po, |- 285 = | o, | P5= [ s, |

Cis = [ L£i — DrCi —Crs |, ACis = [ AL; — DpsAC; 0],
&is = Fi — DpsDy, A&js = AF; — DpsAD;. (15)

2.2.2. Piecewise Linear System

By defining % (k) = [xT (k) Xt (k) A (k— 1)]T, and augmenting
the model (5) and the filter (8), we obtain the following closed-
loop system:

{ X(k+1) = (AL + AAL) % (k) + (B + AB}) o (K) ,
z(k) = (Ci+ AC) X (k) + (€ + A& w (k).  (16)
for ||y(k) —j/(k— 1)” ) ||y(k) ,and
{ X(k+1) = (A + AL % (k) + (B + AB})  (K)
z(k) = (C2+ ACH) x (k) + (Fi + AF) o (k) (17)
for ”y(k) —j/(k— 1)” ) ||y(k) ,and
~ A 0 0 ~ B;
Al = | BrCi Aps 0 |, B = | BeDi |,
C,’ 0 0 D;
AA; 00 AB;
AAL = | BgACi 00 |,ABL = | BRAD; |,
y AC; 00 3 AD;
Ci = [ Li = DpCi —Crs 0], ACL = [ ALi — DrAC; 0 0],
gils = Fi — DrsD;j, Agils = AFi — Dp:AD;, (18)
and
. A 0 0 ~ B;
A =] 0 Ap B |, B2=1] 0 |,
0 0 I 0
AA; 00 AB;
ALZ=| 0 00 |,AB=| 0 [,
0 00 0
C2=[Li —Cp —Drs |, ACL=[AL; 00]. (19)

Then the robust /%, filtering design problem with the PETC
strategy (7) is stated as follows:

Given the fuzzy discrete-time system (5), a fuzzy PETC
filter (8) is designed to satisfy the following two requirement
simultaneously:

(a) The filtering error system (14) based on the PL system
approach (the filtering error system (16) and (17) based on the
PWL system approach) with w(k) = 0 is asymptotically stable;

(b) The induced I, norm of the operator from w to the filtering
error z is less than y under zero initial conditions

: Izl
P = su <y, (20)
T g,

with X =XTand 0 < Y= YT, then X + Z'Y1Z < 0 ifand

only if
X z' -Y Z
|:Z_Yi|<00r [ZTX]<0.

Lemma 2. Xie (1996) Suppose that A(k) is given by (2) and (3),
with matrices M = MT and S and N of appropriate dimensions;
then, the inequality

M + Sym {SA(K)N} < 0,

holds if, and only if, for some positive scalar € > 0
_ I —J][e'N
M+[€ 1]\]T GS]|:_]T Ii|[ GST ]<0

Lemma 3. de Oliveira and Skelton (2001) Let X € R",P = PT ¢
R™"and H € R"™*" such that rank (H) = r < n. The following
statements are equivalent:

DXTPX <0 VHX =0, X #0

2) ()P (HY) <0,

3) AN € R : P+ Sym{NH} < 0,

4)Ir eR:P - AH'H < 0.

3. ROBUST 7%, FILTERING ANALYSIS AND
DESIGN

This section will carry out the filtering analysis and design with
the PETC strategies by using the PL and PWL system approaches.

3.1. Perturbed Linear System

Theorem 1. Consider the fuzzy system (1) and the
tuzzy filter (8) with the PETC strategy (7), the filtering
error system (14) is robust asymptotically stabilization
with ., performance y if there exist sets of matrices
0 < P, = P' e REmxtutn) ;i ¢ ¢,
e R™X"x Gy, € R, Gs, € RY* ™ Gy € R"¥" Gss €
anxnz,Ui c R(nx+nf+nw)><nx’AFS c Rnfxnf’BFs c Rnfxny)CFs c
R™*" Dps, € R™*™,s € %, and some positive scalars 8, Eigjs
(irs,j) € <, such that for all j € &, the following LMIs hold

Tij ewEl Wi

* —8,’,‘]'151 0 <0,ie %,
k * —8,’,‘]‘131 (21)
and
Tij+ T eigEi Wi egEl W
* _5i5j151 0 0 0
* * —siSjIS] 0 0 <0,1<i<s<rm,
* * * —¢&igils, 0
* * * * —¢&isjls,

(22)
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where

o ©jj + Sym{E;s} 81'[
A * —I,,
y

I, = I:Onyx(nx+nf+nz) Ci Onyxnf D; Onyxn},]

—Gis —KGys 0 EM KAp, B KBp
—G3s —Gos 0 g2t AFS 32 BFs
7G4s 0 7G5$ & 7CFS 336 7DF5 ’
—Us 0 0 UA; 0 UB; 0
= GA; +KBFSC,, u = G1sB; + KBgD;j,
is — G3sA; +BFsCu -‘ = GSSB +BFSD1
135 = GysA; + GssLi — DF3C1> u = GysB; + GssF; — DFth
Gllez + I{BFSMZI
G3sM1i + BrsMai
GasMyi + GssM3i — DpsMa;
UsM;;
My

Ei = [051><(nx+nf+nz) Nii O Nai On, ] >

o
I

[ [ [m
RE e

T
Wis = K= [Inf Onfx(nx—nf) ] >

(23)
and ©;; is defined in (36).
Moreover, the proposed fuzzy filter in the form of (8) is given by

Aps = G{SIAFS,BFs = GZSIBFS, Crs = G§51 Crs, D

— G Dpse 2. (24)
Proof. Consider a fuzzy-basis-dependent Lyapunov functional
(Zhong et al., 2015):

V(k) = x* (k) Pix (k) (25)

.
where P; = ’P,-T > 0,P; = ) hiP;.

i=1

Define AV(k) = V(k+ 1) — V(k), and along the trajectory of the
PL closed-loop system (14), yields

AV(k) =x" (k+1) Pz (k+1) —x" (k) Pix (k). (26)
It is well known that under zero initial conditions for any nonzero
w € I, [0 00) and all admissible uncertainties in the filtering error
system in (14) is asymptotically stable with ./, performance, if
the following inequality satisfies

V(k) + 2" (k) z (k) — y*0" (k) o (k) <. (27)

To facilitate the filtering design for the system (14), it has from
(13) that

AV(K)+z2" (k) z (k) —y*o’ (k) o (k) < e (k)ek)—8%y" (k) y (K),
(28)
which implies (27).
Now, we directly specify the slack matrix variables G; with the
following form:

915 KgZS Ole XNz
g g3$ g25 Onfxnz
s g45 Onz xng gSs
Us O(nx+nf+nw+ny)><nf O(nx+nf+nw+ny)><nz

Gls KGZS Onxxnz
_ Zr:il G3s GZS 0"f><”z
- — § G4s Onzxnf G55
US O(nx+nf+nw+n},)><nf O(nx+nf+nw+ny)><nz
(29)
In addition, it follows from (14) that
o (i,s, A) &1 (k) = 0, (30)
where
. —Ine4nyy O A,‘S + A./‘i,’g B-,'s + ABj; Z-)is
A (i,5,A) = T . - ~ - R
(b5 2) |: 0 In, Cis+ ACis Eis+ AEis —Drs
£k = [T (k+1) 27 (k) X7 (k) o (k) ¢ (k) ]", €000 #0.
(31)

Then, based on Finsler’s lemma (Lemma 3), substituting the
matrix G, defined in (29) into (30), and together with (28), yields

0 [@(i,j) 482017 (i, A)TT G, A) + Sym(E (i, A)}] £1(k) <0,

(32)
where
P 0 0 0 0
* I, 0 0 0
OG)=| * 0 =P; 0 0 R
ko ok ok —sznW 0
ko k% * —Iny

IT (i) A) = |:Ony><(nx+nf+nz) Ci + Aci Onyxnf Di + ADi Onyxny ] 5

—Gis —KGs 0 EM (i,s,A)
- =G =G O 8% (i,5,A)
2 (i,s,A) = —34 /:
GSB=1 G 0 -G EHGsA)
—U; 0 0 Us(Ai+ AA)

GasAps Gis (Bi + AB;) + KGosBrs (Di + AD;) KGasBgs

ng-AFs g3s (Bi + AB:‘) + gZSBFS (Di + ADi) ngBFs
—GssCrs g36 (1,8, A) —GssDrs
0 Us (Bi + AB)) 0

24,5, A) =
2% (i,5,A) =
2% (i,5,A) =
236 (i,5,A) =

Gis (Ai + AA) + KGao:Brs (Ci + ACh)

G3s (Ai + AA) + GosBrs (Ci + ACh),

Gas (Ai + AA) + Gss (Li + AL) — G5Dps (Ci + AC),

Gas (Bi + AB;) + Gss (Fi + AFi) — GssDrs (Di + ADy) .
(33)

By applying the Schur complement lemma (Lemmas 1), it is clear

that the following inequality implies (32):

° . = . T .
SGsLA) = |:O(z,l)+Sym{u(z,s, A)} 8TIT (G, A):| -0

* —I,
(34)
According to (6, 9, 11) and (15, 34) can be easily rewritten as

23,,5,j,A) = Zh+2h hiTi(A) + Zh+z Z hihs [ Sig(A)

j=1 i=1s=i+1

+Esij(A)} <0, (35)
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where
ig(A) = [®,-,- +Sym(Ea(a) sri(m }
Tl}r
PO 0 0 0
«I, 0 0 0
®ij: EE —P,‘ 2 0

* % % —yl, 0

ko ok % * Onyxny
Hi(A) = |:0ny><(nx+nf+nz) Ci + ACZ’ Onyxnf D; + AD; Onyxny ] 5
—Gis —KGys 0 B A)
Eix(A) — —Gzs —Gys 0 E,'254(A)
_G4s 0 _GSs 3?54(A)
—Us 0 0 Us(Ai+ AA)
KGasAps Gis (Bi + AB;) + KGasBpi (Di + AD;) KGziBps
GosAps  Gs3i (B + ABj) + GaiBri (D; + AD;)  GasBrs
_GSsCFs E?SG(A) _GSSDFS
0 Us (Bi + AB;) 0

EM(A) = Gis (Ai + AA) + KGosBgs (Ci + AC),

824(A) = Gss (Aj + AA)) + GaBrs (Ci + AC)),

E3H(A) = Gas (A + AA)) + Gss (Li + AL;) — Gs:Dps (Ci + AC))

E38(A) = Gus (Bi + AB)) + Gs; (Fi + AF;) — Gs:Drs (Di + ADy).
(36)

Since hi[c®] = 0.YW[cR] = 1 and hIE(] =
=1

0, Y hs[£ (k)] = 1, so that the following inequalities imply (34):

s=1
Ti(A) <0, i€ &, (37)
and
ii(A) + Zgj(A) <0, 1 <i<s<r. (38)

On the other hand, using relations (2-3), one has
Ti(A) = Zig + Sym { Wi A(K)E; }, (39)

where X, Wi, and E; are defined in (22).
By introducing

Afs = GasAFs, Brs = GasBFs, Cps = GssCrs, Dis = G5sDrps, s € &,
(40)
and by applying the Schur complement and S-procedure
(Lemmas 1 and 2) to (43), it is clear that (25) and (26) are
obtained, respectively. The proof is therefore completed.

3.2. Piecewise Linear System
Based on the PWL closed-loop system given by (16, 17), we will
present the filtering design as follows:

Theorem 2. Given the fuzzy system (1), and an admissible
fuzzy filter (8) with the PETC strategy (7), the filtering error
system given by (16) and (17) is robust asymptotically, stabilized
with 7%, performance y if there exist sets of matrices 0 < P =
(P17 & Rt <lnstyon),

(,m) € Z; Y[, € R, Y50 € R, Y4 € R ™, V)l €
RY*", Y e RY*™, Y] e R%=>*", YII e R*%>™, Y €
Rnyxnx) Ygs c Rnyxny, YSs c anxnz’ Q;T: c R(nx+nf+ny+nw)><nx)

Q;r: c ]R(n,c+nf+n},+n1,,)><11),)AFS e Rnfxnf)BFs e Rnfxny,CFs c

R"™*" Dp, € R"™*™, (m,s) € £; and some positive scalars
8, kms €igj» (m,i,s,j) € &, such that for all j € ., the following
LMIs hold

O+ sym &) —enE W

m
* —efiln,, 0 <0,
m
* * —eitl,
11
o (41)
fori € £, (n,m) = {1,2},and
Oy + O - sym {Er 4+ &) —enE Wr o —epB Wy
s —&ltIn, 0 0 0
* * —eg’jlml 0 0 <0,
* * * —ei’glml 0
* * * * —sﬁ}l,,ﬂ
(42)

forl <i<s<r(nm)={1,2},and

P}“ 0 0 0
sam _ | % I, 0 0
O = x 0 —P" 0 ’
* ok ok —)/ZI,,W

Ei = I:Oslx(nx+nf+ny+nz) Nli Oslxnf Oslxny NZi], (43)

and
_Yllls —KYas _Y1135 0 ?%Sis K~AF5 0
5 _Yzlls _Yzj _Y213$ 0 E;51‘5 Afs 0
Eils = _Y'a‘lls 0 _Y3135 0 Y3‘115A1;+ Y§35Ci 9 0
_Yils 0 _Yi3s =Y Eisis —Cr 0
L _Q%s 0 _Qés 0 QisAi + Q%sci 0 0
E%Sis Ylllllei + (KYZSBFS + Y1113s) MZi
E)sis B Yy Mii + (YasBrs + Yy3,) Mo
Y’;lsB’;+ Y3133Di > Wils = Y3115M1i +~Y313SM2i
Bl Y3 Mii + (Yis, — Drs) Mai + YssMs;
~Q%SBi + QL.D; ) QI My + Q3 My
?iSis = YlilsAi + {(BFSCI' + 1Y1135Ci~’ FiSis = 1Y11153i + KBp:D; "1' Y1135Di’
E%Sis = Y2115Ai + BFlsCi + Y33,Cis Eggie = Yoy Bi 4 BrsDi + Yy3,Di
izlxsis = Y%lsAi + Yzlmsci + YssLi — DGy,
Bugis = YauBi + Yy3,Di + YsiF; — DrDij,

(44)
and
- lels —KYys — Y123$ 0 lelsAi
- - Y2zls -V — Y223$ 0 Y2215Ai
Ezzs = _Y3215 0 _Y323s 0 Yf%lsAi
_Yfls 0 _sts — Vs YflsAi + YsL;
Lo 0o @ o0 QA
KAps KBps+ Y5, YiyBi Y Mii
KAps Bps +2 Y4, YZ;SB,- _ Yzzlle,-
9 sts~ Y5),Bi s Wig = 5 Y3, Mii
—Cr;s Y£3s — D YflsBi + Ys5.F; Y415Mlé + Y5:Ms;
0 Q3 1.Bi QM )
45

Moreover, an admissible fuzzy filter in the form of (8) is given by

Aps = Y{slAFs,BFs = Y{SIEFS, Cps = Y5§16F5>DF5
=Y;.'Dr,s € Z. (46)
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Proof. Consider a piecewise quadratic Lyapunov functional
Zhong and Zhu (2018):

V(k) = x" (k) P/"x (k) , (47)

where P/" = (Pm)T >0,P" = Zh P, m = {1,2}.

Along the trajectory of two subsystems given by (16, 17), yields

AV =x" (k+1)P'x (k+1) —x" (k) P"x (k). (48)

It follows from (7, 27), that

AV(K) +72" (k) z (k) — y*d" (k) @ (k) < (=1)"1m
[ @) =5 (k= 1)]" G0 =" (k) (0] (49)

where 7, > 0, and the inequality (49) implies
V(k)+z" (k) z (k) — y?@" (k) @ (k) <o0. (50)

It is noted that the even-triggered information is particularly
useful to reduce the conservatism of the systems with an event-
triggered strategy. For the systems with parameter uncertainties
involved in the matrices C; and D, the terms y* (k) y (k) and
[y (k) =3 (k- 1)]T (¥) can be separated by applying the Schur
complement and S-procedure lemma. However, it is easy to see
that it will lead to a infeasible solution in (49). As a result, (49)
is only suitable for the case of the matrices C; and D; without
uncertainties. Otherwise, (50) should be used.

Based on (50), and similar to (29-31), the following results can
be obtained

E100 [ O, jy m, i) + Sym(Y™()e7™ (5, A)} | £2K) < 0, (5D)

where (m, n) = {1,2}, and

I 0 AL+ AAL B+ ABL
—I CL+ACL &L+ AEL |”

I 0 A2+ AL B,-ZS—I—ABiZS]

(i, j, A) = [_0

2(is, A) = [‘0

—1 C24+AC: Fi+AF
P00 0
& . N * Iy, 0 0
O(n,j, m,i) = £ 0 —pm 0 ,
x x  x —y2,
£k = [T (k+1) 2 (k) & (k) o (k) ], &20k) # 0.

(52)

We directly specify the slack matrix variables:

yﬁs Kst y{gs Onxxnz

yﬁs st yzrgs Onfxnz
V") = | Viis Ony g Vi, Ony xn,

yﬁs Onzxnf ygs ySs

m m
1s O(nx+nf+ny+nw)><nf QZS 0(nx+nf+ny+nw)><nz

m
Yii KY2s Y13 Onysn,
m m
r Y3 Yas Y336 Onfxnz
7 m m
= E hs | Y315 Oy 5y Y35 01y,
s=1 Yﬁs Onzxn/- Yfgs Yss
1s (nx+nf+ny+nw)><nf 2s (nx+nf+ny+nw)><nz

(53)

According to (2, 6, 9) and (24),
implies (12):

S5, j, A) = Zh+2h i (A) + Zh’LZ Z hih

the following inequality

j=1 i=1s=i+1
[Smma)+ £y (A)} (54)
where
P]-" 0 0 0
nm ~m Snm * Iﬂz 0 0
,SJ(A) ®ij +Sym{E}{(A)}, ®ij =1 & o _le 0
k% * —yZI,,W
(55)
and
—Y), —KYs =Y}, 0 :} J(A) KY2Aps 0
_ —Yy, =Yy —Yi 0 Ei(A) YaAp 0
SA)=| —Y5, 0 =Y 0 Ei(A) 00
_Yils 0 YiSs _Y5J EZIISIS(A) —Y5Crs 0
Qi 0 =G 0 B 0 0
11s (Bi + AB;) + KY»sBrs (Di + AD;) + Y13s (D; + AD;)
Y1, (Bi + ABj) + YaBrs (D; + AD;) + YL (D; + AD))
Y1 (Bi + AB)) + YL, (Di + AD)) ,
EAltfiis(A)
~ Ql, (Bi + AB)) + Qj, (D; + ADy)
Bl (A) = YL (A + AAj) + KYBg (Ci + AC) +
+Y5, (G + AG),
Elsis(A) = Y31, (Aj + AA)) + YaiBr (Ci + AG)
+Y3, (Ci + AC),
E15i(A) = Yh, (A + AA) + Y (Gi+ AC),
El5u(8) = Yh, (Ai + A4) + Yh (G + AC)
+Yss (Li + AL;) — Ys5Dps (Ci + AGy),
Bl (A) = QL (A; + AA) + QL (Ci + AC),
Elgis(A) = Yi;, (Bi + ABy) + Yl (D; + AD;)
+Ys5s (Fi + AF;) — Ys5:Dps (Di + AD;j),
(56)
and
_Y121: —KYas Y1235 0 lls (Ai+ AA)
—Y3 —Yas Y, 0 Y (Ai+ AAy
EIZS(A) = Y3215 O"fxnz Y323s 0 Y3215~(Ai + AA)
_qu O”ZX”f YiSs —Ys; Eis;‘s(A)

Q%s O(nx+nf+nw+ny)><nf Q 2s 0 Q%s (Ai + AAj)

KY25Aps KY2sBps + Y1235 lels (Bi + AB;)

KY2$AFS YZSBFS + Y235 Yzzls (Bi + ABi)

0 Yis, Y3, (Bi + AB) ,
_YSSCFS Y§35 - YSSDFS Yzls (Bi + ABi) + Y5s (Fi + AF;‘)

0 Q3 Q3 (Bi + AB))

E2.,.(A) = Y2, (Ai + AA) + Vs (L + AL .

(57)

Frontiers in Neuroscience | www.frontiersin.org

April 2019 | Volume 13 | Article 318


https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/neuroscience#articles

Zhang et al.

Periodic Event-Triggered Design

The following proof is similar to the proof of Theorem 1 and is,
therefore, omitted.

It is worth pointing out that for the case of the matrices C;
and D; without uncertainties, the event-triggered information
can be used to reduce the conservatism. The corresponding .72,
filtering design result can be readily obtained from Theorem
2 by including the event-triggered information. The result is
summarized in the following corollary.

Corollary 3. Consider the fuzzy system (1) and the fuzzy
filter (8) with the PETC strategy (7), the filtering error system
given by (16, 17) is robust asymptotically stabilized with 7%,
performance y if there exist sets of matrices 0 < P! = (Pl-’”)T €
R(”x+"f+”y)x(“x+"f+”y)) (im) € <, Ylmls € RM™*M Y,
RY*", Y € R, Yl e RY*™, YH e R, Y]
R, Yo e R, Yo € R, Y e R, Y5 €
R7=Xnz erv; c R(nx+nf+ny+nw)><nx,

Qg: c R(nx+nf+ny+nw)><ny)AFS c Rnfxnf,éps e R, CFs c
R"™>% D, € R™*" (m,s) € .¢; and some positive scalars

8, km» €isj» (m,i,s,j) € Z, such that for all j € ., the following
LMIs hold

m m

C:)f‘jm + Sym { éf;} —8?1-}1:3?1 VV;}“

* —8Z“jInS1 0 <0,
* * —ei’,”.jlns1 (58)

fori € &, (n,m) = {1,2},and

@;;m+@;m+sym|éyg+ég} —emEm WM _gmpm

isj™i is isj’

* —ell,, 0 0 0
% * —sﬁ}l,,ﬂ 0 0 <0,
m
* * * —&igilng, 0
m
* * * * _Eisjlﬂsl
(59)
forl <i<s <r(nm) = {1,2},and E and E; are defined in
(42), and
P;l 0 0 0 O(nx+nj>+ny+nz)><n},
Synm * Inz 0 0 _1ym+1 CT
o= i e o [V S (%)
L o
O(Vl7(+n(,’-¢—ny-¢—nz)><n/v
sCt
+(=1)"nm 0 ! (%),
ﬂyXYly
sDf
Y]i]ngi Yillei
i1 YzllsM“ 2 YzzlSM“
Wis = 1 Y3ISM” > Wis = 2 YSllei >
Yy M + YssMs; Y M + YssMs;
Q} My Q@ My
(60)

Moreover, an admissible fuzzy filter in the form of (8) is given by

Aps = Y5, Ap Bps = Y3, Bro, Cps = Y5, . Drs

=Y.' Dp,s € Z. (61)

Note that the 7%, performance index y described in Theorem 1,

2, and Corollary 3 can be optimized by the following algorithms:
Algorithm 1: min y, subject to LMIs (21)-(22),
Algorithm 2: min y, subject to LMIs (41)-(42),
Algorithm 3: min y, subject to LMIs (58)-(59).

4. SIMULATION EXAMPLES

This section uses an example to illustrate the effectiveness of the
proposed PETC filter design approach.

Consider a tunnel diode circuit, whose modeling was done in
Assawinchaichote and Nguang (2003), that is

Cxy (t) = —0.002x; (t) — 0.01x3 () + x2 (1),
Lia (1) = —x1 () — Ry (1) + (1),

y(k) = Sx (k) + o (k) R

z(k) =x1 (1),

where x;(t) and x,(t) are the state variables, w(t) is the
disturbance noise input, y(f) is the measurement, z(t) is the
controlled output, C,L,R, and S are the capacitance, the
inductance, the resistance, and S the sensor matrix, respectively.

Given C = 20mF, L = 1000mH and R = 102, consider
the uncertainty AR = 0.1Q. With a sampling time T = 0.02,
the nonlinear system (62) can be approximated by the following
discrete-time T-S model:

Plant Rule R': IF x; (k) is F', THEN

(62)

x(k+ 1) =(Ai+ AA)x(k) —I—Bia)(k),
y(k) = Cx (k) + Dw (k) R

z(k) = Lx (k), i = {1,2} (63)

where

A _ [ 09887 090247 o _ [0.0093
'~ | —0.0180 0.8100 |>"' ~ | 0.0181 |’

A= [ 09034 086171  _ [0.0091]
—0.0172 0.8103 |’ 0.0181 |’

0 0

0 —0.0016

The uncertainty AA is assumed to satisfy the form of (2, 3), that

is

AA:[ ],C:[lO],D:l,L:[lO].

AA = MA(K)N, (64)

—0.16 |’
Similar to Gao et al. (2009), the membership functions are given

by

where A(K) :sin(k),M:|: 0 ] N=[0001].

B 3 <y (k) <o,

0, x1 (k) < =3,
%)0 = X1 (k) =< 3,
0, x1 (k) > 3,

h =

(65)

Firstly, the ob)}(lszctﬁe ]}1&? 5 to design the PETC fuzzy filter (8)
without A task delay, such that the filtering error system (13) is
asymptotically stable with robust /%, performance ypin. Given
8 = 0.2, and applying Algorithm 1, the filter matrices and the
minimum %%, performance ypi, are obtained as follows:

09162  0.8160 | —0.0374

Api Bp —0.0338  0.7969 | —0.0171

Ar  Bp 0.8337  0.6409 | —0.0323

Cm Dpm |~ | —00322 0799% | —0.0171 |’

Cr» Dp —0.9519 02938 | 0.0252
—0.9401 03113 | 0.0232
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Ymin = 0.4,
for the full-order case, and
Ap  Bp 0.8119 | —0.0917
Ap  Bp 0.7406 | —0.0713
Cn Dp | = | —1.0242 [ 00109 |*Ymin =04
Cr,  Dp —0.9954 | —0.0102

for the reduced-order (ny = 1) case.

Then, we are in a position to design the PETC fuzzy filter
(14) with a task delay such that the filtering error system (18)
is asymptotically stable with the 7%, performance ypiy. Given
8 = 0.2, and the task delay d(k) is assumed to satisfy (15) with
0 < d(k) < 5, and by applying Algorithm 2, the filter matrices
and the minimum %%, performance yp;, are obtained as follows:

07217 1.1650 | —0.1327
Ap Bp 0.0076  0.7823 | 0.0132
Ap Bp | | 05524 07918 | —0.1212
Cmn Dp |~ | 00146 08018 | 0.0126 ’
Cr, Dp —0.8684 —0.0520 | 0.1858
—0.6409 0.4196 | 0.1677
Ymin = 0.86.

However, by applying Algorithm 3, the filter matrices and the
minimum %%, performance ypmi, are obtained as follows:

0.7596 1.2681 —0.1802
Ap1 Bp 0.0018 0.7909 0.1805
Arpy  Bm 0.6054 0.8413 —0.0727
Cr1  Dpp ~ | 0.0069 0.8092 0.0067 ’
Cr, Dp —0.9422 —0.0584 | 0.1037
—0.7221 0.4601 0.0955
Ymin = 0.90.

5. CONCLUSION

In this paper, we have investigated the filtering design
for a class of uncertain discrete-time T-S fuzzy systems
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