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A Corrigendum on

A Brain-Inspired Theory of Mind Spiking Neural Network for Reducing Safety Risks of Other

Agents

by Zhao, Z., Lu, E., Zhao, F., Zeng, Y., and Zhao, Y. (2022). Front. Neurosci. 16:753900.
doi: 10.3389/fnins.2022.753900

In the original article Wu et al. (2002) was not cited in the article. The citation has now been
inserted inMethods, Encoding and Decoding Schemes, Paragraph 1 and should read:

Spiking neural networks need effective encoding methods to process the input stimulus

and decoding methods to represent the output stimulus to handle various stimulus patterns.

Population coding is “a method to represent stimuli by using the joint activities of a number

of neurons. Experimental studies have revealed that this coding paradigm is widely used in the

sensor andmotor areas of the brain” (Wu et al., 2002). Besides, population coding tries to avoid

the ambiguity of the messages carried within a single trial by each neuron (Panzeri et al., 2010).

Additionally, in the original article, Rabinowitz et al. (2018) should be referenced more
than once. The citation has now been inserted in Methods, The Architecture of the ToM-SNN ,
Paragraph 2 and should read:

Our model is a multiple brain areas coordination model composed of multiple modules.

It is not an end-to-end multilayer neural network. The advantages of a multiple brain areas

coordinationmodel are reflected in two aspects. First, inspired by brain structure and function,

modules in the ToM-SNN corresponding to specific brain areas have specific functions. The

end-to-end neural networks are “regularly described as opaque, uninterpretable black-boxes”

(Rabinowitz et al., 2018). Our model is more biologically plausible and more interpretable.

Second, a multiple brain areas coordination model can reduce the burden of training. When

a new feature appears in the task, only the module for this feature needs to be retrained. So this

structure can reduce the amount of calculation and improve efficiency. The policy inference

module, the action prediction module, and the state evaluation module are fully connected

SNNs with two layers. Details of the two-layers SNNs are as follows. The input current of the

input layer and the output layer is denoted by Iin and Iout , respectively. The output spikes of the

input layer and the output layer are denoted by Sin and Sout , respectively. Section 3.1 describes
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Zhao et al. Corrigendum: Brain-Inspired ToM Model

the neural spiking process. At each time step t, the input

current to neuron j at the output layer is integrated as

Equation (5).

The authors apologize for this error and state that this does
not change the scientific conclusions of the article in any way.
The original article has been updated.
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