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Introduction: Idiopathic hypersomnia (IH) is a sleep disorder characterized 
by highly disruptive symptoms. Like narcolepsy type 1, a well-characterized 
sleep disorder, individuals with IH suffer from excessive daytime sleepiness, 
though there is little overlap in metabolic or neural biomarkers across these 
two disorders. This lack of common pathophysiology, combined with the clear 
overlap in symptoms presents an ideal paradigm for better understanding 
the impact of IH on an individual’s functional activity and organization, and 
potentially, the underlying pathophysiology.

Methods: This study examines the observed functional connectivity in patients 
with IH, and patients with narcolepsy type 1 (NT1) against healthy control 
individuals. Static functional connectivity is compared, as are quasi-periodic 
patterns, acquired from the BOLD timecourse, for all groups. In addition to 
baseline data comparison, the study also included a post-nap condition, where 
the individuals included in this analysis napped for at least 10 min prior to the 
scanning session, to explore why individuals with IH do not feel “refreshed” after 
a nap like individuals with NT1 do.

Results: Assessing the groups’ spatiotemporal patterns revealed key differences 
across both disorders and conditions: static connectivity revealed at baseline 
higher subcortical connectivity in the NT1 group. There was also observably less 
connectivity in the IH group both at baseline and post-nap, though none of these 
static analyses survived multiple comparisons correction to reach significance. The 
quasi-periodic pattern (QPP) results however found significant differences in the 
IH group in key networks, particularly the DAN/FPCN correlation is significantly 
different at baseline vs. post-nap, a trend not observed in either the control or NT1 
groups.

Conclusion: The DAN and FPCN (task-positive correlates) are drastically altered 
both at baseline and post-nap when compared to the other groups, and may 
likely be a disorder-specific result. This study demonstrates that key networks 
for arousal are more heavily disrupted in IH patients, who are less affected by a 
nap, confirmed through both subject reporting and functional evidence through 
spatiotemporal patterns.
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Introduction

Sleep disorders are highly disruptive and detrimental to an 
individual’s health and well-being, mitigated only through accurate 
diagnosis and effective treatment (Ramar et  al., 2021). However, 
accurate diagnosis can be challenging due to overlapping symptoms 
across disorders. Excessive daytime sleepiness (EDS) is a primary 
feature in sleep disorders [e.g., idiopathic hypersomnia (IH), 
narcolepsy types 1 and 2 (NT1/NT2)], and a secondary feature in 
psychiatric (e.g., depression), neurologic (e.g., Parkinson’s disease), 
and medical disorders (e.g., hepatic encephalopathy). While the 
pathophysiology of narcolepsy type 1 (NT1) is well characterized by 
the loss of hypocretin neurons, the pathophysiology of idiopathic 
hypersomnia (IH) remains unclear, with few evidence-based 
treatment options (Maski et al., 2021). IH is characterized by EDS 
despite normal or long nighttime sleep duration, often accompanied 
by long, unrefreshing naps and difficulty awakening (Trotti, 2017; 
Miglis et al., 2020).

Both IH and NT1 are characterized by EDS despite sufficient 
duration of nighttime sleep. However, they differ with respect to sleep 
quality (poorer in people with NT1) (Takahashi, 2003) and the quality 
of daytime wakefulness (Ramm et al., 2019; Dauvilliers et al., 2019). 
People with NT1 tend to experience sudden attacks of sleepiness, 
whereas people with IH tend to have more persistent, less irresistible 
daytime sleepiness (Miglis et  al., 2020). Another major difference 
between the two disorders is the impact of waking from sleep. Sleep 
inertia, the transition period between sleep and wakefulness marked 
by impaired cognitive performance and a desire to return to sleep, 
tends to be very long and severe in people with IH (Arnulf et al., 
2022). In some IH cases, sleep inertia can be so severe and pronounced 
that it was historically referred to as “sleep drunkenness” (Rassu et al., 
2022). Thus, people with NT1, who do not typically have severe sleep 
inertia, and people with IH will respond differently to a short nap; 
people with NT1 tend to feel refreshed, while people with IH tend to 
feel worse than prior to the nap. In addition, unlike NT1, for which 
cerebrospinal fluid hypocretin (also known as orexin) deficiency is a 
reliable biomarker reflecting disease pathology (Huang et al., 2018), 
no definitive biomarkers have been established for IH, though several 
mechanisms have been proposed such as a positive allosteric 
modulator at the GABAA receptor (Rye et  al., 2012). Lack of a 
biomarker renders an accurate and timely diagnosis difficult to 
achieve (Miglis et al., 2020). Similarly, little is known about how brain 
activity is altered in individuals with IH, though individuals with NT1 
are known to have altered neural connectivity (Wu et al., 2022). The 
distinct similarities and differences between IH and NT1 render these 
two subject groups a comparable control for the other; both disorders 
are characterized by EDS, but their pathophysiology is not identical.

Functional magnetic resonance imaging (fMRI), is a tool 
commonly used to characterize, diagnose, and assess neurological 
disorders. When a patient group is compared against a healthy 
baseline using fMRI, the acquired images produce significant spatial 
differences in whole-brain connectivity and activation levels. The 
variation from baseline can either aid in understanding/characterizing 
the patient group’s affliction (such as movement disorders including 
Parkinson’s disease and Huntington’s disease, or cognitive conditions 
including Alzheimer’s disease), or act as a diagnostic tool in the case 
of some often outwardly obscured disorders, especially when fMRI is 
performed in conjunction with other neuroimaging modalities 

(Specht, 2020; Salvador et al., 2019). Because the cause or causes of IH 
are currently unknown, analyzing resting state fMRI data from people 
with IH may help to elucidate the disorder’s neural underpinnings and 
how its pathophysiology translates to neural dynamic activity.

The current diagnosis regimen for both NT1 and IH is a clinical 
test called the Multiple Sleep Latency Test (MSLT), designed to 
measure how quickly an individual can fall asleep in a controlled 
daytime environment, and is often recommended by a physician if a 
patient reports EDS. But very little is revealed through this test about 
the cause of the patient’s sleepiness, so pairing these diagnoses with 
functional imaging may differentiate the origin of sleepiness between 
a patient with NT1 and a patient with IH (Arand and Bonnet, 2019).

Existing functional neuroimaging studies of IH and NT1, 
although limited, have found evidence of altered global neural 
network connectivity, specifically in default mode network (DMN) 
and task positive network (TPN), compared to non-sleepy control 
subjects. The DMN in particular was found to be significantly lower 
in activation in people with sleep disorders (both IH and NT1) 
(Pomares et al., 2019; Fulong et al., 2020). This network is typically less 
active during tasks and goal-oriented situations, while remaining 
active at rest (Raichle et al., 2001; Van Es et al., 2023). The DMN is 
typically linked to higher-order cognitive processes like internally 
focused attention or mind wandering (Bola and Borchardt, 2016; 
Raichle et  al., 2001; Pomares et  al., 2019). High anticorrelation 
between the DMN and TPN is a key characteristic of healthy, “normal” 
functional connectivity, and significantly altered DMN activation is 
often seen in individuals with neurological disorders, including those 
related to sleep (Raichle et al., 2001; Järvelä et al., 2020). A consistently 
active DMN is often considered to indicate alertness or arousal; 
activity in the DMN decreases during sleep (Satpute and Lindquist, 
2019). Conversely, the TPN is typically more active during tasks and 
goal-oriented thinking/actions and has key nodes in both the 
frontoparietal control network (FPCN) and dorsal attention network 
(DAN) (Di and Biswal, 2014). Due to this known precedent, the TPN 
is thus defined in this study as the averaged sum of the DAN and 
FPCN values, rendering DMN/DAN, DMN/FPCN and DAN/FPCN 
relevant relationships for defining the spatiotemporal BOLD response 
across subject groups. DMN/TPN anticorrelation is thought to be an 
inherent property of neural network-level activity and can be used to 
measure arousal level in fMRI participants (Di and Biswal, 2014; 
Satpute and Lindquist, 2019).

To date, IH studies have only measured time-averaged functional 
connectivity, defined in this study as temporal correlation between 
spatially remote neurophysiological events, which is not sensitive to 
the variation of activity over time that is captured by newer time-
resolved analysis methods. Preserving this temporal data further 
elucidates resting-state dynamic neural activity (Bolt et  al., 2022; 
Keilholz, 2023; Majeed et al., 2011; Liu et al., 2018; Kiviniemi et al., 
2011; Allen et al., 2014) and may prove more sensitive to alterations 
that occur in brain disorders. In fact, one study from Du et al. (2016) 
conducted a sliding-windowed analysis on fMRI data acquired from 
individuals diagnosed with schizophrenia, and identified some 
targeted DMN regions that are significantly impaired as a result of the 
disorder—a result obscured in the static results. One dynamic method, 
quasi-periodic pattern (QPP) detection, has been successfully used to 
identify widespread and localized pattern variation across pathologies 
(Abbas et  al., 2019a; Belloy et  al., 2018b). QPPs are repeating 
spatiotemporal patterns in neural activity in DMN and TPN (Majeed 

https://doi.org/10.3389/fnins.2025.1538479
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org


Daley et al. 10.3389/fnins.2025.1538479

Frontiers in Neuroscience 03 frontiersin.org

et al., 2011) and have been observed in the BOLD signal, correlated to 
infraslow neural activity (Thompson et al., 2014; Grooms et al., 2017).

QPPs are ideal for a network-level analysis over time as they 
preserve temporal information, do not distort or change the original 
data, and can be used to quantify whole-brain spatiotemporal activity. 
The DMN and TPN are known to be involved in arousal (Satpute and 
Lindquist, 2019; Di and Biswal, 2014), and appear more anticorrelated 
to each other in high arousal state(s). In low arousal state(s), 
complementary datasets have demonstrated lesser anticorrelation, 
while maintaining an equally active DMN, and a dampened TPN level 
of activity (Wang et al., 2016; Abbas et al., 2019b; Belloy et al., 2018a). 
Differences in QPPs have been shown in other neurological disorders, 
including ADHD, for which Abbas et  al. showed evidence that 
individuals with ADHD have disrupted DMN/TPN connectivity as 
compared to a control (Abbas et al., 2019a). They also found that 
individuals with ADHD have an overall weaker QPP, as it contributes 
less to their overall functional connectivity, which are findings 
consistent with static FC studies in subjects with ADHD (Castellanos 
et al., 2008; Uddin et al., 2008).

This study aims to investigate functional connectivity of 
individuals with IH, or NT1 vs. non-sleepy control participants to 
determine whether differences in QPPs between IH patients and 
non-sleepy controls reflect disease-independent effects of EDS or 
disease-specific patterns of dysfunction that might identify disease 
mechanisms in IH or lead to the future development of more accurate 
diagnostic testing. We hypothesize that, although both IH and NT1 
patients have pathologic daytime sleepiness, their QPPs (amplitude 
and inter-network correlation values) will differ, reflecting the 
different pathophysiology and symptom expression of these two 
disorders. We further hypothesize that analyzing QPPs will isolate the 
different effects of a mid-length nap in these groups. To investigate 
these two central hypotheses, we analyzed rs-fMRI data from three 
groups (IH, NT1, and control) before and after a nap using QPPs, 
focusing on the DMN and TPN regions and the network correlations. 
These results were validated with sensitivity analyses, global signal 
power spectra, and subject controls.

Methods

Participants selection

Participants with IH and NT1 were recruited from the Emory 
Sleep Center and from patient advocacy/support groups. Participants 
had diagnoses of IH (n = 15) or NT1 (n = 11) or were non-sleepy 
controls (n = 10). They had a mean age of 33.3 years (+/− standard 
deviation 10.2). Twenty-five (69.4%) were women and 11 (30.6%) 
were men; neither age (37.4 years for IH, 31.0 for NT1, 29.8 for 
controls, p = 0.10) nor gender (86.7% women, 13.3% men for IH; 
63.6% women, 36.4% men for NT1; 50% women, 50% men for 
controls, p = 0.13) differed by diagnosis and thus were not considered 
covariates. Non-sleepy controls were recruited from advertisements 
around the Emory campus and advocacy/support groups. To 
be eligible for participation, IH and NT1 participants had to meet 
International Classification of Sleep Disorders, 3rd edition (Sateia, 
2014), diagnostic criteria for their disorder and were asked to 
discontinue any IH or NT1 treatment for at least five half-lives prior 
to imaging. Control participants had to report normal or near-normal 

habitual sleep durations (6.5 to 9.0 h). They were free of sleepiness, 
defined by self-report, by normal scores (<10) on the Epworth 
Sleepiness scale, and by multiple sleep latency test with a normal mean 
sleep latency of 8 min or higher. Other sleep disorders were ruled out 
by history (i.e., restless legs syndrome) and by overnight 
polysomnography excluding nocturnal pathology (i.e., obstructive 
sleep apnea with apnea hypopnea index >10 or frequent periodic limb 
movements with arousals). Control participants underwent actigraphy 
prior to sleep laboratory testing, which demonstrated an average 
nightly sleep time of 7 h 13 min (SD 62 min). Patient and control 
participants also were free of serious or unstable psychiatric disorders 
and major neurologic disorders. All participants provided written 
informed consent and this protocol was approved by the Emory 
University Institutional Review Board.

MRI acquisition

The dataset was acquired at the Biomedical Imaging Technology 
Center (Emory University) on a 3 T Siemens MR scanner. An 
anatomic reference scan was acquired for each patient, with a 
T1-weighted MPRAGE sequence, with TR = 2,300 ms, TE = 2.75 ms, 
slice thickness = 0.8 mm, and flip angle = 8°. Resting-state fMRI scans 
were acquired using an interleaved EPI sequence, with TR = 2 s, 
TE = 28 ms, slice thickness = 3.3 mm, and flip angle = 90°. Each 
subject was scanned on two separate days: 1 day with no nap prior to 
acquisition, and then 1 day immediately after a nap of a duration of at 
least 10 min. All scans were scheduled for early to mid-afternoon 
(approximately 1–4 p.m.), and were typically scheduled 2 days apart 
(e.g., baseline scan on Monday, and post-nap scan on Wednesday of 
the same week). The day with no nap served as a waking baseline, 
while the day with a nap was an assessment of potential effects of 
napping. Participants were counterbalanced for the order of nap/
no-nap days, and both sessions occurred at approximately the same 
time of day to limit circadian effects. Participants were instructed 
during both scanning sessions to not fall asleep in the scanner.

EEG acquisition

EEG was collected via BrainVision 64 channel EEG cap using 
BrainVision Analyzer software (“BrainVision Analyzer | Brain 
Products GmbH > Solutions”, 2020), applied prior to both MRI 
acquisition sessions. On nap-day, the nap opportunity occurred in a 
dark, quiet room outside the scanner and was monitored with EEG 
recordings. Naps were allowed to continue up to approximately 
30 min of sleep duration, within the limitations of the MRI schedule 
and each participant’s sleep onset latency. Participants were awoken 
from the nap and immediately transported via wheelchair into the 
MRI scanner (to minimize effects of physical exertion on the rate of 
dissipation of sleep inertia). Once in the scanner, participants first 
underwent a 10-min working memory scan (results reported 
separately) and then the 10-min resting state scan described above. 
Subjects who were unable to nap for at least 10 min were removed 
from the conditional comparisons, as well as subjects who were only 
scanned on 1 day. Participants were also instructed to not fall asleep 
in the scanner immediately prior to being scanned. EEG monitoring 
was continued throughout the scan and was monitored in real time 
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for sleep onset. However, because of technical issues, simultaneous 
EEG-MRI data were only available on 32 of 36 participants for post-
scan review. EEG data were used to determine in-scanner wake state, 
without other analyses performed on the EEG data.

Preprocessing and QPP detection

The fMRI and anatomical scans were preprocessed with CPAC 
pipeline (Craddock et  al., 2013). The anatomical scans were 
preprocessed using N4 bias correction, skull-stripping, and linear and 
non-linear registration. Functional scans were preprocessed with 
slice-time correction, distortion correction, motion correction, 
nuisance signal regression, global signal regression, temporal filtering 
(BW = 0.01–0.1 Hz) and registration. Participants whose imaging 
scans did not meet preprocessing quality requirements (e.g., excessive 
head motion or signal dropout) were excluded from the analyses 
(n = 1 with narcolepsy, n = 2 non-sleepy control). The included scans 
therefore had similar levels of motion present in the scans and thus it 
was not included as a covariate in analysis. The scans were registered 
using the Brainnetome atlas, a human brain atlas with structural and 
functional parcellations (210 cortical regions, 36 sub-cortical regions) 
(Fan et al., 2016). All image voxels were sorted into these regions and 
subsequently Yeo’s networks. To validate previous studies that only 
performed time-averaged connectivity analyses, conventional 

functional connectivity was also visualized, using Pearson correlation 
coefficients. A t-test (p-value>0.05) was used to determine significance 
for these values, which were then tested against the false discovery rate 
to correct for multiple comparisons (Lee and Lee, 2018; “False 
Discovery Rate”, 2016).

QPPs were acquired from the preprocessed functional time series 
using an adapted version of the pattern-finding algorithm developed 
by Majeed et al. for a window length of 20 s (Majeed et al., 2011; Abbas 
et al., 2019b), schematized in Figure 1. This algorithm uses time-series 
data acquired during BOLD-fMRI for an entire group (all subjects 
concatenated) to produce an initial template of a repeating 
spatiotemporal pattern. The algorithm then iterates through every 
single datapoint to update the template, until convergence. The output 
QPP template most accurately represents underlying infraslow activity 
dynamics (Majeed et al., 2011; Thompson et al., 2014; Abbas et al., 
2019b). This template, thought to be representative of the entire group, 
is overlaid onto the entire averaged time-course to measure how each 
time-point correlates with it, visualized both in single-cycle waveform 
plots and heatmap visualizations.

QPP analyses

QPP template voxel-wise Pearson correlation values were 
calculated and plotted for each condition, followed by heatmap 

FIGURE 1

QPPs were detected in a method adapted from Majeed et al., as described in the above figure. The initial BOLD signal (far left plot) is input to the QPP 
detection algorithm, which then chooses a random starting (time)point, and develops an initial template of the QPP (indicated by the red sections in 
the QPP detection panel). This template is then compared against every single timepoint for correlation, and if it surpasses the threshold, the template 
is then updated to reflect this. This is iteratively done until convergence, and the template is the final QPP (shown above in red). To visualize the QPP, 
this study used the Brainnetomme atlas, and therefore produced 246 individual QPPs for each ROI—for sake of clarity, only 6 sample ROIs are shown 
in the above figure’s brain atlas. Based on atlas labels, these ROIs are then divided into network-specific patterns, later averaged to form one single line, 
as shown in later results (for example, Figure 7).
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visualizations of the activity in each parcel over time in the template 
(see Figure 2a). QPP regression was also performed, and results were 
compared to non-regressed functional connectivity, to assess the 
pattern’s contribution to overall activation. Waveform depictions of a 
single-cycle QPP were produced for each unique condition (see 
Figure 3). For network-level waveform visualizations, networks of 
interest include the DMN (denoted as “default mode”), dorsal 
attention, ventral attention, and fronto-parietal networks. Both the 

dorsal attention and fronto-parietal are subnetworks of the TPN, and 
as such we expect to see some level of anticorrelation between them 
and the DMN. These were used to assess how the detected QPP differs 
spatially across nap and no-nap conditions intra-group and inter-
group. Correlation values between networks of interest were calculated 
with Pearson’s correlation coefficients and then tested for significance 
using a Fisher’s confidence test (Diedenhofen and Musch, 2015). To 
more quantitatively examine how QPPs differ across conditions, the 

FIGURE 2

Summary figure of QPP results at baseline condition for all groups. (a) Heatmap depictions of QPPs for each baseline group showing average 
activation for each of Yeo’s networks (labelled on y-axis) across the entire duration of the QPP (labelled on x-axis), demonstrating a clear visual 
difference between each group QPP, (b) waveform depiction of one cycle of the QPP for each group (DMN and TPN regions), where the control QPP 
is as expected, while the IH and NT1 groups show an altered, more correlated DMN/TPN QPP, (c) squared difference in TPN/DMN for all groups across 
one QPP cycle, showing the most difference in the control and NT1 groups, with little difference observed from the IH group, and (d) plotted inter-
network correlation values for DMN and TPN composite networks (DAN, FPCN). These values are also included in Table 1, and depict similar trends for 
both the IH and control groups, while the NT1 group differs in every comparison.

https://doi.org/10.3389/fnins.2025.1538479
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org


Daley et al. 10.3389/fnins.2025.1538479

Frontiers in Neuroscience 06 frontiersin.org

squared difference of the DMN/TPN correlation was calculated for 
each group: the difference in DMN/TPN correlation values at baseline 
and post-nap was calculated, then squared, then plotted on the 
same axes.

For each group, the QPP was acquired twice: once by 
concatenating all individuals’ data within the algorithm, thus 
retrieving the “group” QPP; the second time by inputting only one 
individual’s data into the algorithm at a time, thus retrieving the 
“individual” QPP, which was then averaged across all subjects 
post-QPP detection. Correlation values for key networks are 
included in the results Table  1 for both QPP values. We  also 
examined the inter-network correlation individual QPP using a 
Kruskal-Wallis test for multiple comparisons. For the individual 
QPPs’ inter-network correlation values, p-values were calculated 
using the Kruskal-Wallis test for each comparison (three-way 
comparison of all groups at baseline, three-way comparison of all 

groups post-nap). The DMN/TPN correlation value was compared 
across all three groups to determine any resultant significance both 
at baseline and post-nap.

Global signal validation

Global signal has previously been linked to individual variance in 
QPPs and levels of arousal, determined by EEG (Yousefi et al., 2018; 
Wong et al., 2013). To develop a better understanding of how each 
group’s neural dynamics differ and change on an individual and group 
basis, we conducted a simple global signal validation check, based on 
the method used by Anumba et al. (2023). A z-scored mean of global 
signal was calculated, followed by power spectra for each group with 
a 95% confidence interval. Both peak amplitude and overall trend 
were analyzed.

FIGURE 3

2-D representation of QPPs for each group and condition. (a) Each group QPP at baseline. (b) Each group QPP post-nap. All groups demonstrate 
some level of anticorrelation over time, particularly in Dorsal Attention network (DAN) regions and DMN regions, though this anticorrelation appears to 
be weaker in the ‘sleepy’ groups, particularly NT1.
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Sensitivity check

Because some of the subjects are affected by sleep disorders, 
there was a possibility of them involuntarily falling asleep in the 
scanner, which would no longer be categorized as resting-state 
fMRI data. Thus, to evaluate for this possible confound, we repeated 
our analyses limited to those whose EEG demonstrated sustained 
wakefulness throughout the fMRI scan, when sufficient data 
were available.

Results

Baseline comparison

We first performed analyses on only the baseline condition 
data when subjects did not have a nap prior to scanning. For the 
baseline condition, all 36 participants were included in analyses. 
Time-averaged functional connectivity analyses were performed 
first, and half connectivity matrices can be seen in Figure 4a, for 
Yeo’s 7 networks and subcortical regions. Overall, the control 
group visually demonstrates more mean functional connectivity 
compared to the IH and NT1 groups. The NT1 group showed 
more differences in the subcortical areas compared to the other 
groups. Some networks demonstrate minor group-level 
differences. To test for statistical significance, a network-level 
t-test (p < 0.05) was performed between all paired groups’ 
(IH-control, IH-NT1, NT1-control) connectivity differences; 
these results are in Figure  4b. After controlling for multiple 
comparisons, no group pairing demonstrated any significant 
difference, though there were the most non-controlled differences 
observed in the IH-control pairing at both the ROI and 
network level.

To complement the functional connectivity analyses, we  then 
examined QPPs (Majeed et al., 2011). 2-D heatmap representations 

of the primary whole-brain pattern organized into Yeo’s 7 networks 
can be  seen in Figure 2a. There is clear anticorrelation occurring 
between network regions for all groups, though the individuals with 
NT1 have a noisier, less well-defined pattern than those with IH and 
the controls, as well as a much higher level of subcortical area 
activation during the QPP. The IH group QPP seems to have less 
overall activation at a network-level, as compared to the other groups. 
To interrogate this pattern further, the heatmap is translated onto a 
single-cycle waveform depiction in each group for networks of 
interest, DMN and TPN, shown in Figure 2b. In this representation, 
the TPN shows little activation (depicted by consistent low amplitude) 
in the control group, while the DMN oscillates more strongly and 
remains anticorrelated to it. This is measurably different than both the 
IH and NT1 group QPP, both of which have an overall higher level of 
TPN activation, and a dampened DMN amplitude. The control 
group’s low amplitude TPN is weakly correlated with the DMN, with 
a correlation coefficient of 0.20 (refer to Table 1), while the IH group 
averages a DMN/TPN correlation of 0.33—also positively correlated, 
though stronger than the control group value. The TPN is more active 
in the NT1 group, and we find a DMN/TPN correlation coefficient to 
be nearly uncorrelated, at −0.031. These correlation values are driven 
primarily by subnetworks, so those values (subnetwork correlations 
with DMN) are also included in Table 1, and plotted in Figure 2d. The 
squared difference in DMN/TPN per group was also plotted and is 
shown in Figure 2c, with the highest difference across conditions seen 
in the control group. This is not a statistical test but is included to 
further visualize the different functional organization observed across 
these groups. The correlation values plotted in Figure 2d reveal the 
driving force behind the almost zero DMN/TPN correlation value 
observed from the NT1 group: their DAN/FPCNs are strongly 
correlated, compared to the other groups, which both demonstrate a 
moderately strong anticorrelation between these two networks. The 
IH group subnetwork correlation values are relatively close to the 
control group values, though are often weaker correlatively than 
the control.

TABLE 1 Includes correlation values between the networks of interest [default mode network (DMN) with dorsal attention network (DAN), 
frontoparietal network (FPCN), task-positive network (TPN), DAN with FPCN] at baseline for all groups; both group QPP and individual (italicized) QPP 
average and standard deviation (italicized).

Group Condition Correlation value (AU)

DMN/DAN DMN/FPCN DMN/TPN DAN/FPCN

Control

Baseline

−0.87

−0.57 ± 0.56

0.98

0.44 ± 0.49

0.20

−0.34 ± 0.57

−0.80

−0.15 ± 0.63**

Post-nap

−0.93

−0.64 ± 0.22

0.97

0.20 ± 0.38

0.28

−0.39 ± 0.37**

−0.91

−0.14 ± 0.45

IH

Baseline

−0.70

−0.35 ± 0.49

0.9476

0.58 ± 0.29

0.33

0.02 ± 0.44

−0.46*

0.049 ± 0.29**

Post-nap

−0.92

−0.34 ± 0.53

0.98

0.36 ± 0.44

−0.41

−0.064 ± 0.48**

−0.89*

0.35 ± 0.44

NT1

Baseline

−0.26

−0.067 ± 0.53

0.55

0.46 ± 0.31

−0.031

0.17 ± 0.48

0.59

0.52 ± 0.35**

Post-nap

−0.53

−0.10 ± 0.50

0.83

0.63 ± 0.34

0.016

0.24 ± 0.49**

−0.029

0.17 ± 0.38

Of note, the group QPP and individual QPP averages are highly varied, with little agreement within groups or conditions. To denote significance, asterisks are used: *significance within group 
across conditions, **significance across groups within 1 condition.
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Across conditions comparison

We then compared each group’s baseline condition to their results 
(functional connectivity and dynamic QPP) after a nap. For the 
comparisons of no-nap and post-nap conditions, 31 participants were 
included (IH n = 12, NT1 n = 11, control n = 8), after excluding those 
participants who napped for less than 10 min and 1 participant who 
experienced a prolonged delay in transportation from the nap room to 
the MRI scanner. Figures 5, 6 summarize the functional connectivity 
comparisons and analyses across conditions (upper triangle = nap 
condition, lower triangle = baseline condition) for all groups, finding 
ROI-level differences. Most notably, the NT1 and IH groups have 
overall weaker correlation between networks than the control group. 
Statistical significance was tested across groups and conditions at both 
an ROI-level (Supplementary Figure 4) and network-level (Figure 6), 
though none survived multiple comparison correction. No group 

demonstrated significant difference across conditions, though there 
were some significant, uncorrected differences detected 
between groups.

QPP heatmaps for all 6 conditions (baseline and post-nap for the 3 
groups) are depicted in Figure 3 for all 7 networks and subcortical 
regions. There are differences in network-level correlation both across 
groups and within a group across conditions. For example, the IH group 
at baseline has a less active DAN compared to the post-nap condition. 
However, at both conditions, the DMN and DAN are clearly 
anticorrelated—a trend also shown in the control for both conditions. 
This pattern is also somewhat evident in the NT1 group, but their QPP 
template shows a more disorganized pattern, with less clear 
anticorrelation between networks of interest. To quantify these 
differences, we then flattened the QPP to a single cycle over the window 
length (~24 s typically, 20s in this study) (Yousefi and Keilholz, 2021), 
shown in Figure 7.

FIGURE 4

Summary figure of static results at baseline condition for all groups, at a network-level, (a) depicts total mean functional connectivity for all 246 ROIs 
across Yeo’s 7 networks and subcortical areas, warmer colors demonstrate higher subcortical connectivity in the NT1 group than the IH and control 
groups, and lower overall connectivity observed in the IH group compared to the other groups, (b) depicts the difference in mean functional 
connectivity across groups at baseline (lower triangle) and statistically significant differences (upper triangle). The patterns seen in (a) are reiterated 
here, though few significant (prior to multiple comparisons correction) differences across groups were found.
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Looking at each group’s average QPP for only the DMN and TPN 
is an effective way to visualize and quantify (amplitude, phase) the 
differences observed. Seen in Figure 7, the IH group demonstrates a 

very consistent pattern in DMN activity across conditions—both in 
phase and amplitude range, a trend not seen in either of the groups. The 
TPN however does change, as it is significantly more active at rest than 

FIGURE 5

Average functional connectivity (scored via Pearson’s correlation coefficients) for all network regions for (L-R) IH, control and NT1 groups for both 
conditions (upper triangle = nap, lower triangle = baseline). While there are some differences to be observed across conditions here, it is difficult to 
identify which localized regions or networks are most affected.

FIGURE 6

static results (mean functional connectivity) matrices for (a) comparison across conditions within groups and (b) comparison across groups for the 
post-nap differences in connectivity. For both (a) and (b), the upper triangle is the statistically significant values (not corrected for multiple 
comparisons; no values surpass that threshold), and the lower triangle is all differences across groups’ z-score per ROI. Almost no networks 
demonstrate a significant change in FC across conditions, though more are observed when comparing groups [in panel (b)].
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post-nap in the IH group, bringing the IH group closer to mimicking 
the control baseline waveform. The control group maintains an inactive 
TPN across conditions, but ultimately has a lower-amplitude DMN. The 
NT1 group baseline QPP is notably dissimilar to the post-nap condition 
QPP, seeing a bimodal TPN at baseline and unimodal post-nap, though 
it is overall consistently active, particularly as compared to the control 
group. These DMN/TPN correlation values are included in Table 1, as 
well as other inter-network correlation values, with an * for statistical 
significance. The squared difference of the DMN/TPN for both 
conditions is plotted on a group-level, highlighting the range of variation 
that occurs within each group across conditions.

Individual subject-level QPP detection

We observed some key changes across networks of interest, that 
are consistent with existing literature on vigilance signatures. No 
significance was observed within groups across conditions, perhaps 

due to the strong level of magnified noise and individual variability 
across the individual QPPs. However, there was significance detected 
when conducting a three-way comparison for each group across 
conditions. There was a statistically significant difference in DMN/
TPN correlation post-nap, and nearly significant at baseline. These 
results are visualized in box plot form in Figure 8. The three-way 
comparison of all groups also found significance at baseline for the 
DAN/FPCN correlation, though no significance is observed post-nap. 
These values and standard deviations are included in Table  1 
(italicized).

Global signal validation

The power spectra of global signal are plotted in Figure 9. All 
groups have a higher global signal peak at baseline compared to post-
nap, but the NT1 group consistently has the highest level at 
both conditions.

FIGURE 7

(a) Averaged QPP value per second for all groups (L-R: IH, control, NT1) at baseline conditions. The blue line (DMN) is typically strongly anticorrelated 
with the green line (TPN: DAN and FPCN) for the control group, less so for the IH and NT1 groups. The TPN in both the IH and NT1 groups is not 
plateaued like in the control group, but bimodal, implying TPN activation not seen in the control at baseline. (b) Averaged QPP value per second for all 
groups at nap condition, where all the groups show roughly the same DMN (blue line) trend, though the TPN (green line) is vastly different for both the 
IH and NT1 groups. The TPN plateaus in the IH group, more closely mimicking the control group, while the NT1 group TPN shifts to a unimodal, 
strongly active TPN. (c) Squared difference of DMN and TPN for all groups (both conditions plotted on same axes - baseline is the solid line, post-nap 
is the dotted line), where only the NT1 group shows no change in the difference across conditions.
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In-scanner sleep effects

We then considered the potential impacts of inadvertent sleep 
during the resting state scan on our results. For the baseline condition, 
simultaneous EEG data were available on 33 participants. Of these, at 
least one 30 s epoch of any stage of sleep occurred in 2 (15%) IH 
participants, 2 (18%) NT1 participants, and 1 (11%) control 
participant. When these data were removed, we continued to observe 
more overall connectivity in controls than in the patient groups and 
altered (increased) connectivity within subcortical regions in those 
with NT1 (Supplementary Figure  2a). There were no statistically 
significant differences in network-level connectivity between IH and 
the control group, but both IH and the control group had statistically 
significant somato-motor/FPCN connectivity when compared to the 
NT1 group—a finding consistent with other literature (Ruby et al., 
2024). However, likely due to taking a small subset of an already 
initially small dataset, these differences are not significant after 

multiple comparison correction. From this subset of subjects, the 
dynamic analyses were able to reproduce many similar patterns 
observed from the entire dataset (Supplementary Figure 3). A few 
notable differences emerged, however, such as decreased DAN activity 
in the control group, decreased subcortical activity in the NT1 and  
IH groups, and affected TPN amplitude in all groups 
(Supplementary Figure 3a). As shown in the Supplementary Figure 3b, 
the TPN amplitude weakened in both the IH and NT1 groups, but 
strengthened in the control group.

We planned to perform similar sensitivity analyses of sleep effects 
on the comparison between baseline and post-nap scans, by including 
those who were known to remain awake throughout both the baseline 
and post-nap scans. However, because sleep occurred in 6 participants 
in the post-nap scan (2 IH, 3 NT1, and 1 control), there was only a 
small subgroup of participants with no sleep on either scan (3 IH, 6 
NT1, and 7 controls) and further subgroup analyses were 
not performed.

FIGURE 8

Box plot of DMN/TPN correlation for all three groups’ individual QPPs, from a Kruskal-Wallis test (p > 0.05). A significant difference across groups post-
nap. The same analysis was conducted on other networks of interest (TPN subcomponents—DAN, FPCN) with respect to the DMN; these results are 
included in the Supplementary Figure 5. Other comparisons of individually calculated QPP inter-network correlation values are in 
Supplementary Figure 6.

FIGURE 9

Z-scored global signal power spectra for both baseline (blue) and after nap (green) conditions for (L-R) IH, control and NT1 subjects (all averaged). All 
peak in the infraslow band, but have varying levels of power at peak (values included on graphs). Dotted lines represent the group average, and the 
color-corresponding shading represents the group standard deviation.
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Discussion

In this study, we  demonstrated both distinct functional 
connectivity and alterations in QPPs in participants with IH and NT1 
at baseline and post-nap, which can likely be attributed to the different 
disorder manifestations. The static functional connectivity results 
suggested target networks that were the most different across groups: 
the DMN, and TPN composite networks (DAN, FPCN). However, no 
statistically significant results were observed at a network-level for 
either condition, rendering static analysis challenging to use for 
analysis on its own. The dynamic analysis was employed to potentially 
identify any significance or notable patterns the static may have 
missed. We were able to pinpoint the primarily affected networks that 
drive the altered DMN/TPN correlation values seen in the IH and 
NT1 groups: while FPCN is more affected in the NT1 group, the DAN 
changes more across conditions in the IH group. Neither of these 
trends are reflected in the control group. Thus, the combination of the 
traditional static analysis, and the novel, dynamic QPP acquisition, 
provided a robust view of how functional organization is affected by 
IH and NT1 at baseline and after taking a nap.

As seen in Figure 4a, the overall mean FC is lower in both the IH 
and NT1 groups as compared to the controls, consistent with previously 
published studies, such as Pomares et al. (2019). They conducted a 
comprehensive review of structural and functional differences in IH 
subjects compared to control subjects and found lower mean FC at rest 
between the anterior DMN and the orbitofrontal cortex network in 
people with IH compared to the non-sleepy control (defined as “good 
sleepers”) (Pomares et  al., 2019). They also observed a negative 
correlation between mean FC and subjective daytime sleepiness. Fulong 
et al. (2020) has also observed this relationship, in adolescents with 
NT1, in a published study which employed graph theory techniques to 
assess alterations in static FC (Fulong et al., 2020). They demonstrated 
decreased FC in the NT1 participants between the DMN regions and 
the left subcallosal gyrus, as well as increased FC in the visual network. 
There is little difference to report in the visual network FC of any of the 
three groups in this study, but there is notably more activity in 
sub-cortical regions in the group with NT1 compared to the other 
groups. This could be a result of instructing subjects to stay awake as 
long as possible—individuals with NT1 must try harder to stay awake, 
likely a process that is more demanding on sub-cortical structures (such 
as the hypothalamus) (Szymusiak et al., 2007). This may also be why 
TPN regions in the NT1 group seems to be more active than the other 
groups, since they are potentially focusing more effort on staying awake 
which uses attentional networks. Other studies corroborate similar 
alterations in DMN FC and overall activation seen in individuals with 
NT1 (Gool et al., 2020; Engström et al., 2014; Järvelä et al., 2020). The 
IH group also shows a more activated TPN at baseline, which could also 
be explained as their trying harder to stay awake.

Comparing additional static measures of functional connectivity, 
both the IH group and the NT1 find no statistically significant 
differences at a network-level between conditions, and the only 
difference found from the control group is increased connectivity 
between the limbic network and the frontoparietal network, which does 
not survive multiple comparison correction. There are regions of 
significant difference found when comparing the IH group to the 
control, and NT1 for both conditions—at baseline, the IH group is 
statistically significantly different from the control group in the 
attentional networks. These networks are the DAN, VAN, FPCN, all of 

which have increased connectivity to the DMN; comparatively, post-
nap, the only differences are within the limbic network connectivity to 
the DMN. None of these values survive multiple comparisons 
correction, but still provide useful information in identifying which 
networks are of interest in dynamic analysis. At baseline, there are 
several areas of significant difference between the IH group and the 
control group’s connectivity, decreased during the post-nap scan. This 
pattern is inverted when comparing the IH and NT1 groups, finding 
that ultimately individuals with both disorders respond to a nap 
differently. While there is some shared symptomatology between these 
two disorders—such as sleepiness and cognitive symptoms—the 
mechanistic differences may explain this variation of nap effect. Again, 
none of these comparative values survive multiple comparison analysis, 
emphasizing the need for complementary dynamic analysis to further 
explore and interrogate these data.

At resting-state, there is typically some level of DMN/TPN 
anticorrelation, not as strong as seen in task data due to an overall less 
active TPN, but still present (Abbas et al., 2019b). This is seen in all 
groups, to varying degrees, particularly with the DMN and DAN, a key 
subnetwork of the TPN. As seen in Supplementary Figure 1, the DMN/
DAN anticorrelation is likely strongest in the control group due to an 
overall stronger DMN amplitude, indicative of a “healthier” or more 
normal overall neural activity. There is a much higher level of DAN 
activation seen in the NT1 group, as well as both the DAN and FPCN 
being out of phase. The FPCN is typically out of phase with the DMN 
during tasks and goal-oriented behavior, further supporting the claim 
that the subjects with NT1 were likely focusing their attention on 
something the other groups were not (such as trying not to fall asleep). 
The IH group also demonstrates a higher level of FPCN activation 
compared to the control across both conditions (Tang et  al., 2017; 
Moran et al., 2013).

At baseline, people with IH and people with NT1 both suffer from 
severe sleepiness, so altered functional connectivity may in part reflect 
this shared experience of sleepiness. In contrast, after a nap, people with 
IH tend to still feel sleepy, while people with NT1 tend to feel more 
refreshed. Thus, a short nap provides a unique window for assessing 
group differences in sleepiness across these two disorders. After a nap, 
the IH group’s QPP (as seen in Figures 3, 7) changes minimally, with a 
less active TPN, different from the drastic change seen in the NT1 
group. This might reflect the restorative versus non-restorative effects of 
napping generally experienced by people with these two disorders, 
although does not fully explain why cognitive performance may worsen 
with sleep in people with IH, rather than just remaining at pre-nap 
baseline (Evangelista et  al., 2022; Trotti et  al., 2022). Similarly, it is 
somewhat discordant with event-related potential studies showing 
impacts of sleep inertia (Bastuji et al., 2003; Peter-Derex et al., 2013). 
The minimal change in a single-cycle QPP DMN waveform, in 
conjunction with the self-reported feeling of minimal change before vs. 
after a nap is unique to only those with IH, a key difference from the 
other groups and a key characteristic of the pathology. The less active 
TPN post-nap in the IH group does affect the DMN/TPN correlation 
value, yielding a moderate negative correlation between the two 
networks, somewhat similar to the NT1 baseline DMN/TPN correlation 
value. These patterns were mimicked when the QPP was detected at an 
individual subject level rather than a group aggregate; we expected to 
see high levels of variation and noise present, though we were still able 
to detect some significant differences (using p < 0.05 as our threshold)—
most notably the DMN/TPN correlation, which is nearly significant 
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(p = 0.073) at baseline, and significant (p = 0.034) post-nap. This was 
further observed when we isolated the TPN subnetworks; the DAN 
particularly is starkly different in phase, amplitude and correlation to 
other networks across groups both at baseline and post-nap, observed 
with low p-values. The DAN has previously been used as a predictor of 
vigilance (Rosenberg et al., 2016), and is typically strongly anticorrelated 
with the DMN. Thus, the IH and NT1 groups likely have impaired DAN 
modulation, further validated by the DAN/FPCN significant finding at 
baseline. A previous study by Gu and colleagues demonstrated how 
brain activity (from fMRI correlates) propagates spatiotemporally 
differently depending on arousal level. They found similar correlative 
patterns in key networks—finding two distinct directions of propagating 
activity, as we observed in the biphasic QPPs as well (Gu et al., 2021). 
They then mapped these patterns on a spectrum of arousal, according 
to each subject’s arousal level, and found that these patterns are 
effectively reversed in sleeping vs. awake state. This provides strong 
evidence that arousal level has a significant impact on measured BOLD 
dynamics, and therefore is likely to account for some of the overlapping 
changes seen in the IH and NT1 groups as compared to the 
control group.

The global signal power spectra (Figure 9) were used to initially 
compare the IH and NT1 group results, as it is tightly inversely 
correlated to arousal level, so we expected both groups to differ from 
the control, as they are characterized by low arousal states. However, 
the IH group global signal was similar qualitatively and quantitatively 
to the control group at both conditions, and did not uniquely change 
post-nap (compared to the control trend). The NT1 group global 
signal also followed the same baseline/post-nap trend of decreasing 
slightly, though the NT1 group demonstrated overall elevated signal 
across conditions, validating the low arousal state characterization.

To differentiate results between being disease-specific or simply a 
result of higher-than-average sleepiness, the subnetworks provide 
valuable insight. The sleepiness-dependent results are observed in 
similar trends in the NT1 and IH groups that are missing from the 
control group. Like the NT1 group, the IH group’s DMN/FPCN 
correlation was changed post-nap, whereas this value did not notably 
change across conditions in the control group. This change was not 
similar across groups however, as the NT1 group demonstrated a 
drastic increase in this correlation whereas the IH group showed a 
minor decrease. The FPCN is typically involved in executive function, 
goal-oriented tasks, and working memory tasks—all thought to 
be affected by poor sleep health (Yin et al., 2022). If the IH group does 
not show as great of an effect on the FPCN post-nap as the NT1 group 
shows, this provides evidence to the symptom IH patients often 
report: that naps do not refresh them. Notable baseline differences 
across groups are seen in the DMN and DAN; both networks are less 
active in individuals with IH, a trait specific to the IH group. Since the 
DAN is typically responsible for externally directed tasks, it is possible 
that individuals with IH may focus more on introspection and 
internally directed tasks. It is also possible that those individuals’ 
brains may be modulating activity incorrectly, resulting in excessive 
sleepiness, empowered by the underactive DAN during wakefulness.

There are still some confounds that need to be  considered in 
parallel with the results and conclusions drawn. One that has been 
previously mentioned is that individuals with NT1 may have a harder 
time purposely staying awake in the MR scanner, particularly over the 
course of a 10-min resting-state scan (as opposed to task-based, so not 
as engaging). Some participants in all three groups fell asleep in the 

scanner, despite specific instructions to try to remain awake, such that 
inadvertent sleep may account for some of the differences we see. 
However, our sensitivity analyses suggest this had a relatively modest 
effect on our results. There were also some technical limitations in the 
simultaneous EEG recordings, making EEG data unavailable for some 
participants. There was also some motion that occurred within 
included participants, which was not uniform across individuals, and 
as such, the homogenous motion correction applied may not have 
been sufficient for correcting this. It is also worth detailing that the nap 
conditions the subjects were under were non-ideal, as naps occurred 
near to but not within the MR scanner, and typical sleep lab-controlled 
conditions (e.g., light, noise) were not always available. Resting state 
scanning did not start immediately upon wakefulness, but after 
transportation from a room near to the scanner and completion of a 
10-min working memory task; some sleep inertia effects may have 
dissipated for some participants by the resting state scan.

Conclusion

This study’s key findings can be used to better understand IH as a 
disease and how to potentially approach future mechanistic studies. This 
includes identifying baseline differences, such as the IH group having an 
underactive DAN on average, and conditional results, such as both sleepy 
groups demonstrating a differently correlated FPCN and DMN post-nap, 
not seen in the control group. This study also provides evidence for the 
anecdotal symptom IH patients often report through the unchanged 
QPP DMN amplitude: feeling unrefreshed after a nap, while typically 
healthy individuals report feeling better post-nap, as do individuals with 
NT1. The majority of these key findings stem from the dynamic analyses 
that preserve the temporal data, ensuring global and local patterns are 
detected. With only static analysis, the lack of significant findings may 
be  discouraging, but used to identify target areas/networks for the 
dynamic analysis to focus on yielded a better understanding of how NT1 
and IH differently affect an individual’s neural dynamic organization. 
These differences can be leveraged for investigating the root cause of this 
disease, and for future diagnostic purposes.
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