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Background: In this study, we investigate the impact of MR-derived attenuation

maps and limited detector resolution on the quantification of positron emission

tomography (PET) activity uptake in the spinal cord during PET/MRI. This was

performed by simulating [18F]FDG PET data in the neck and thorax and then

modifying the attenuation map to remove bone features. We then compared

Ordered Subset Expectation Maximisation-reconstructed images to those with

full attenuation correction. This simulation was performed at two detector

resolutions of 2.1 and 4.4mm. Acquisitions from a clinical study were then

used to assess the ability of point spread function (PSF) modelling and time-

of-flight (TOF) corrections, as implemented on the SIGNA PET/MR scanner

(GE HealthCare), to correct for these quantification errors. For comparison,

mean uptake was measured in regions of interest at each vertebral position

along the spinal cord.

Results: Simulation results showed a decreasing pattern of uptake from the

cervical to the thoracic spinal cord. When bone was not included in

attenuation correction, the mean uptake decreased by 3%–10.4%. This

difference in measured uptake was 6.4%–23.9% in images simulated at a

detector resolution representative of a clinical PET/MRI scanner. At a detector

resolution of 4.4mm, a 32.2% decrease in uptake was measured compared to

the 2.1mm simulation. In patient data, introducing vertebral bone to the

attenuation correction pseudo-CT led to a 1.8%–18.3% difference in SUVmean

in the spinal cord. Applying PSF modelling did not lead to any statistically

significant changes. TOF correction reduces the difference in SUVmean between

data attenuation corrected with and without vertebral bone to 4.3%–7%. TOF

Q.Clear images with beta = 100 showed the smallest difference between

attenuation correction approaches at 0.6%–5.2%.

Conclusion: Ignoring bone during image reconstruction in PET/MRI reduces the

activity measured during quantification of the spinal cord; however, the partial

volume effect has a greater impact on reducing measured uptake in lower-

resolution data. While time-of-flight correction goes somewhat resolves these

quantification errors, further research is needed into partial volume correction.
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1 Introduction

Combined positron emission tomography and magnetic

resonance imaging (PET/MRI) has been used extensively in the

study of neurological conditions in the brain; however, there are

no reliable biomarkers in the spinal cord for a number of

neurodegenerative diseases (1). Previous studies on spinal cord

PET and PET with computed tomography (PET/CT) in adults

have observed a generally decreasing pattern of [18F]FDG uptake

in the spinal cord from the cervical to the thoracic spine, with a

peak in the lower cervical spine (2–4). This has been explained

as being due to an increased amount of grey matter and an

enlargement of the spinal cord diameter (2). However, partial

volume effects may lead to an underestimation of activity in

other regions of the spinal cord with a smaller (<10 mm) size

(3). Additionally, it is reported that there are quantitative

differences in spinal cord uptake between PET/CT and PET/MRI

(5). One explanation is that bone properties are not accounted

for in attenuation and scatter correction in PET/MRI when using

attenuation maps derived from a Dixon MRI sequence. Some

brain imaging protocols implement a zero echo time (ZTE) or

ultrashort echo time (UTE) sequence (6, 7), which allows for the

skull to be delineated and assigned bone attenuation values.

However, no commercially available software has implemented

solutions for other areas of the body (8). Some attempts to

resolve attenuation correction challenges have lead to

investigations into deep learning (9) and other novel methods

such as dual tracer imaging to implement an additional bone

tissue class into pseudo-CT generation (10).

The first aim of this study is to investigate whether failing to

fully account for the attenuation and scatter contributions of

bone during image reconstruction leads to errors in measured

spinal cord activity. This is achieved through a simulation study

using the XCAT mathematical phantom (11) to simulate an [18F]

FDG PET activity distribution that includes the spinal cord,

which allows for simulated MR-derived attenuation maps to be

compared to a known true attenuation map. We also investigate

how this is impacted by detector resolution and partial

volume effects.

The second aim is to determine whether currently

implemented image reconstruction methods can resolve

attenuation correction errors and partial volume effects in the

spinal cord through the use of point spread function (PSF)

modelling and time-of-flight (TOF) corrections. The use of TOF

image reconstruction algorithms has previously been reported to

reduce quantification errors in bones and lungs when MR-

derived attenuation maps are used (12) and to improve image

contrast and the detection of small lesions (13). Further

substantial improvements in TOF might even eliminate the need

for PET image reconstruction (14). We compared mean

standardised uptake values (SUVmean) in a section of the spinal

cord in images reconstructed from clinical research data using

algorithms implemented in the vendor software. To compare

against attenuation-corrected data, the spine was manually

segmented for each subject and introduced as a bone structure

into the pseudo-CTs used for attenuation correction.

2 Methods and materials

2.1 Simulations

The XCAT mathematical phantom (version 2) (11) was used

to generate [18F]FDG tracer distributions of organs in the neck

and thorax for a single 25 cm field of view, based on reported

uptake in healthy subjects (4, 15–18). We used the XCAT

standard male and standard female phantoms. The phantoms

were simulated to a voxel size of 2:1� 2:1� 2:8 mm. Photon

attenuation maps of 511 keV were also generated for the

region by the XCAT software. These attenuation maps were

scaled to units of cm�1. Modified attenuation maps were also

generated to simulate those derived from Dixon MRI

sequences, which was achieved by replacing all bone linear

attenuation coefficients �1:2 cm�1 with a muscle linear

attenuation coefficient of 0.99 cm�1 (19).

Each XCAT distribution was forward-projected using SIRF

(20) to generate a sinogram of the distribution. Attenuation

correction factors (ACFs) were obtained from the attenuation

maps that included bone attenuation coefficients, and scatter

was calculated using the single scatter simulation algorithm in

STIR (21). The XCAT activity, ACFs, and scatter sinograms

were combined to create sinograms simulating acquired PET

data (22). Poisson noise was added to the sinogram data by

scaling the number of counts in the sinogram to a value

representative of the acquired PET data and randomly drawing

samples from a Poisson distribution. The sinogram was then

scaled back to the original number of counts prior to image

reconstruction. Time-of-flight information was not included in

simulated data.

ACFs and scatter were also calculated for the attenuation

maps without bone for use during image reconstruction.

Simulated sinograms were reconstructed using an Ordered

Subset Expectation Maximisation (OSEM) algorithm (28

subsets, 2 iterations, voxel size 2� 2� 2:8 mm) with

attenuation and scatter correction. Image reconstruction for

each phantom was performed twice: once with attenuation

and scatter correction calculated from the attenuation map

with bone and a second time with corrections calculated from

the attenuation map without bone. PSF modelling was

not included.

To perform simulations at scanner resolution, the average

distance of the spinal cord to the image centre was measured on

patient acquisitions so that NEMA performance results for the

scanner could be used to determine an appropriate resolution for

our simulation that was representative of spinal cord acquisitions.

From an average distance of 2.4 cm, a transaxial resolution of

4.4 mm and an axial resolution of 6 mm, which was simulated by

applying a 3D Gaussian filter to the generated XCAT activity

distributions and attenuation maps using ImageJ (23). The

simulation and image reconstruction process in STIR was

repeated as described above for these filtered XCAT phantom

distributions to simulate sinogram data and images acquired on a

scanner detector resolution representative of a clinical PET/

MRI scanner.
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2.1.1 Analysis

Five-millimetre ROIs were drawn in the spinal cord at each

vertebral level corresponding to C1 to T5 vertebrae. The mean

activity and standard deviation were measured for each ROI.

Measurements were averaged for the male and female XCAT

phantom images, and a linear regression was performed using

the mean measured uptake from each ROI to demonstrate the

trend of activity along the length of the spinal cord, with 95%

confidence intervals also calculated. A Wilcoxon signed-rank test

was used to determine the statistical significance of results, as

this analysis is suitable for non-parametric paired data. Results

are considered statistically significant when P , 0:05.

2.2 Clinical acquisition

Imaging was performed on the SIGNA PET/MR scanner (GE

HealthCare Inc., Milwaukee, WI, USA) in accordance with the

Declaration of Helsinki. The study had ethics committee

approval, and all participants gave written informed consent.

Two participants, one healthy and one with amyotrophic lateral

sclerosis, were administered 250MBq of [18F]FDG 60 min before

acquisition. PET data was acquired at two bed positions for

10 min per bed in head-first supine orientation. MRI was

performed simultaneously with PET using the body coil for

dedicated attenuation correction [Dixon and ZTE sequences].

The following anatomical sequences were also acquired using a

head and neck coil: axial T1-weighted fast spin echo (FSE) and

axial T2-weighted fluid attenuated inversion recovery (FLAIR)

for the brain and sagittal T2-weighted FSE, sagittal T1-weighted

FLAIR, and axial T2-weighted FSE of the spinal cord.

PET image reconstruction was performed offline using the

vendor-provided software Duetto version 02.18; the

reconstruction process used both OSEM and time-of-flight

OSEM (TOFOSEM) algorithms with 28 subsets and 2 iterations,

resulting in a voxel size of 2:3� 2:3� 2:8 mm. Reconstructions

with PSF modelling were performed separately using the same

parameters. MR-derived attenuation correction was used with

ZTE sequences for the head and built-in templates for MR coils

(24). Images were reconstructed under two conditions: without

any post-filtering and with a 5-mm transaxial Gaussian filter and

three-point axial convolution filter of [1 4 1] applied post-

reconstruction. All parameters were chosen to be representative

of clinical use cases.

Reconstructions were also performed using the Q.Clear

algorithm (Equation 1), a Bayesian penalised likelihood

reconstruction method (GE HealthCare Inc.) with a single, user-

modifiable parameter, beta (b). Q.Clear and TOF Q.Clear were

performed with b values of 100, 200, and 400, all of which were

initialised using a two-iteration OSEM reconstruction. This

dictates the strength of the prior as shown in the objective

function when using a Bayesian a priori algorithm such as Q-Clear:

l̂ ¼ argmaxl�0

Xnd

i¼1

{yi log [al]i � [al]i � bR(l)} (1)

where λ corresponds to the image voxel valye, α to the system matrix,

R(λ) is the prior and b is the weighting applied to the prior. The

statistical prior imposes expected properties that the resulting image

should adhere to, and in this case, it allows for smoothing over a

local voxel neighbourhood to reduce image noise. While Q.Clear

reconstruction improves the signal-to-noise ratio and visual

detection of lesions, previous work to quantify measured activity

and contrast recovery has shown that b � 400 is required for

features witha diameter of less than 10mm without losing signal

intensity and the contrast-to-noise ratio (25). Therefore,

optimisation of higher beta values was not pursued in this study.

2.2.1 Introducing vertebral bone to attenuation

correction
Another avenue of investigation into the effects of vertebral

bone in attenuation correction involved introducing vertebral

bone into the image reconstruction process for participant

acquisitions. The cortical bone in the vertebra was manually

segmented using 3DSlicer 5.6.1 software (26); this segmentation

was performed on ZTE and anatomical T1 and T2 images

acquired simultaneously with the PET scan for study participants.

Pseudo-CTs derived from Dixon MR images, from which

attenuation maps are calculated and are displayed in Hounsfield

units (HU), were modified by introducing the vertebral bone

segmentations as areas with 800 HU (27). These modified

pseudo-CTs were then used for attenuation and scatter

correction, and image reconstruction was performed as described

in Section 2.2.

2.2.2 Analysis
Activity is normalised to body weight and displayed as

standardised uptake values (SUVbw), which are used for all

results presented in this part of the study. Regions of interest

(ROIs), 5 mm in diameter, were drawn in the spinal cord at each

vertebral level from C1 to T4 on T2-weighted MRI images and

used to measure the mean SUV (SUVmean) and standard

deviation for each ROI in the PET images.

The SUVmean was averaged over patient acquisitions, and a linear

regression was performed to demonstrate the trend of activity along

the length of the spinal cord. A Wilcoxon signed-rank test was used

to determine the statistical significance of results, with Bonferroni

corrections applied where tests were applied to compare several

different results. The Bonferroni correction is a conservative

safeguard against type 1 errors in statistical analysis, and it works by

dividing the usually accepted significance value of P . 0:05 by the

number of times the test is run.

3 Results

3.1 XCAT simulations

For the XCAT phantom simulated at 2 mm, a decreasing

pattern of uptake was measured along the length of the spinal

cord, as shown in Figure 1, despite a constant value initially

being assigned in the XCAT distribution. When bone features
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were maintained in attenuation and scatter correction, measured

uptake in the cervical spine was more consistent with the initial

assigned value, but it still decreased in the thoracic spinal cord.

For images reconstructed without bone included in attenuation

maps, the measured uptake was overall lower then the fully

attenuation-corrected images, with the decrease ranging from 3%

to 6.7% in the cervical spinal cord and 9.5% to 10.4% in the

thoracic spinal cord (P , 0:001).

Images reconstructed from sinograms of the XCAT phantom

simulated with a 4.2 mm detector resolution show a more rapidly

decreasing trend in measured uptake along the length of the

spinal cord compared to the higher-resolution images, also

shown visually in Figure 2, where the difference between the

original distribution and reconstructed images is higher in the

thoracic spine. When comparing different simulated resolutions,

this is measured at a difference of 17.8%–32.2% for fully

attenuation and scatter-corrected images (P , 0:001). The

difference in measured activity in the spinal cord between the

attenuation correction methods is also greater, giving a 6.4%–

14.8% difference in the cervical spine and 19.4%–23.9%

difference in the thoracic spine (P , 0:001).

3.2 Clinical acquisitions

Figure 3 provides an example of the modified pseudo-CT,

which incorporates vertebral bone segmented from MR images.

The SUVmean in images reconstructed with vertebral bone added

to pseudo-CTs for attenuation correction showed an increase

across all algorithms compared to using the original MR-derived

pseudo-CT. In non-TOF OSEM reconstructions, this

corresponded to a 1.7%–11% increase in the SUVmean in the

cervical spinal cord and 10.7%–16.4% in the thoracic spinal cord

(P , 0:001) when the spine was included for attenuation

correction, as demonstrated by the trends displayed in Figure 4.

Using TOF algorithms, as shown in Figure 5, reduced the

difference between reconstructions with and without vertebral

bone attenuation to 0.7%–6.6% for TOFOSEM-PSF (P , 0:001)

compared to the 1.9%–17.2% difference when OSEM-PSF is

used. Changes to the SUVmean in the spinal cord following TOF

correction were not considered significant compared to the same

algorithm without TOF (0:03 � P � 0:7 for compared

algorithms, with significance taken to be a ¼ 0:017 following

Bonferroni correction for three comparisons). This is highlighted

in Figure 6, which displays images from the same patient and

same pseudo-CT reconstructed with each available algorithm,

showing no obvious differences in the spinal cord.

Applying PSF corrections does not introduce any change to the

trend in activity along the length of the spinal cord (P ¼ 0:6 for

MR-derived pseudo-CT and P ¼ 0:9 for modified pseudo-CT) or

impact the comparison between attenuation correction

approaches at the chosen paramters of 2 iterations and 28

subsets. However, as shown in Figure 7, an increase in the

number of iteration images reconstructed with PSF correction

FIGURE 1

Average activity measured in the spinal cord at each vertebral position for images of simulated XCAT phantoms at high resolution (2� 2� 2:8mm) and

scanner resolution (4:2� 4:2� 6:1 mm) when reconstructed using an attenuation map with or without bone.
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FIGURE 2

Images of the XCAT male phantom reconstructed with OSEM at high resolution (rows A and B) and scanner resolution (rows C and D), with rows B and

D using attenuation maps without bone. The last image in each row shows the difference between reconstruction and original simulated distributions.

FIGURE 3

Example of the pseudo-CTs used to derive attenuation maps. Image (A) shows the pseudo-CT created from a Dixon MRI sequence by the vendor

software, while image (B) shows the same psuedo-CT with segmented cortical bone from the spine added.
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did lead to an increase in measured activity for OSEM and TOF-

OSEM algorithms (P ¼ 0:01 and P ¼ 0:05, respectively, at 10

iterations). However, as displayed in Figure 8, increasing the

number of iterations significantly increases noise in the final images.

The same trends were observed in images reconstructed using

the Q.Clear algorithm, as demonstrated in Figure 5. Changing beta

in TOF Q.Clear reconstructions introduced small quantitative

changes (P , 0:001 for b ¼ 100 to b ¼ 400 and P ¼ 0:002 for

all other comparisons), with the SUVmean decreasing with

increasing beta, as shown in Figure 9. Among the beta values

tested, assigning b ¼ 100 yielded the smallest difference in the

SUVmean between images reconstructed with the MR-derived and

modified pseudo-CTs for attenuation correction, ranging from

0.6% to 5.2%. This result was the smallest range of difference in

SUVmean found in this study when comparing images

reconstructed with different attenuation correction pseudo-CTs.

Example images for each OSEM algorithm, with and without

post-filtering, are displayed in Figures 10 and 11. Images with

post-filtering applied demonstrate the same trends in the

SUVmean along the spinal cord but with a reduction in

measured activity of 1.1%–20.7%. This reduction was only

considered significant for reconstructions that used PSF

modelling (P , 0:001 OSEM-PSF, P ¼ 0:002 for TOFOSEM-

PSF), as shown in Figures 4 and 5. The differences between

images reconstructed with and without vertebral bone in the

attenuation maps were also consistent with the unfiltered

images. In time-of-flight reconstructions, the difference in

SUVmean between spinal cord ROIs in equivalent images when

post-filtering was applied was greater, up to 20.7% of

TOFOSEM and 17.9% for TOFOSEM-PSF, than the difference

measured when applying different attenuation correction

approaches (range 0.7%–6.6%).

FIGURE 4

Linear regression of the SUVmean along the length of the spinal cord for images reconstructed using OSEM (left) and OSEM incorporating PSF modelling

(right), both showing measurements for images with and without the vertebral bone segmentation included in the attenuation map. Dashed lines

indicate measurements obtained from post-filtered images.

FIGURE 5

Linear regression of the SUVmean along the length of the spinal cord for images reconstructed with TOFOSEM (left) and TOFOSEM including PSF

modelling (right), both showing measurements for images with and without the vertebral bone segmentation included in the attenuation map.

Dashed lines in the TOFOSEM-PSF plot indicate measurements obtained from post-filtered images.
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4 Discussion

XCAT simulation results indicate that disregarding bone in

attenuation correction maps affects the quantification of the

activity in the spinal cord, with a statistically significant decrease

of up to 10.4% in measured uptake when compared to fully

attenuation-corrected images. This is in line with a previous

study (28) reporting on the impact of MR-derived attenuation

correction on SUV in spine lesions, concluding that the impact

of removing bone from attenuation maps depends on the

proximity of the region of interest to bone. Detector resolution

also plays a crucial role in this, reducing overall measured

FIGURE 6

Examples of PET images reconstructed using different image reconstruction algorithms for the same acquisition, with no post-filtering applied,

displayed in SUVbw . The algorithms used are OSEM (A), OSEM-PSF (B), Q.Clear (C), TOFOSEM (D), TOFOSEM-PSF (E), and TOF Q.Clear (F).

FIGURE 7

Linear regression of the SUVmean along the length of the spinal cord for images reconstructed with OSEM (left) and TOFOSEM (right) with and without

PSF, both showing measurements for images with and without the vertebral bone segmentation included in the attenuation map. Dashed lines

indicate measurements for images reconstructed to 2 iterations, while the solid line shows the same measurements in images reconstructed to

10 iterations.
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activity by up to 32.2% relative to the true uptake, which we

conclude is due to the partial volume effect. This effect acts in

combination with the choice of attenuation correction, leading to

a further reduction in activity when bone is ignored in MR-

derived attenuation maps, particularly in the thoracic spine. This

consideration is important because previous literature has

reported a decreased pattern of uptake along the length of the

spinal cord as a physiological phenomenon (3, 4). While other

evidence suggests that this may be true for [18F]FDG uptake (2,

3), research is ongoing into novel central nervous system tracers

for which this is not the case (29). Therefore, the effects

presented in this study may confound results for these studies.

Time of flight was not considered as part of the simulation

phase of this study, which would also improve the localisation of

detected photons. These results suggest that partial volume

effects do occur in spinal cord PET, as previously proposed (2),

and that partial volume correction should also improve

quantification in the spinal cord. One way in which this is

FIGURE 8

Example images for images reconstructed with TOFOSEM-PSF at 2 iterations (A) and 10 iterations (B). The image becomes sharper and recover more

activity in the spinal cord at higher iterations but with a large increase in image noise.

FIGURE 9

Histogram of SUVmean in the spinal cord by vertebral position for images reconstructed using TOF Q.Clear with beta = 100, 200, and 400.
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FIGURE 10

Four PET images in two columns compare OSEM and OSEM-PSF techniques without any filtering (top row) and with post-filtering (bottom row). Each

image shows a side view scan of the same head and neck with a vertical color scale ranging from dark red to bright yellow, indicating intensity levels.

FIGURE 11

Examples of PET images with post-filtering (5mm transaxial Gaussian filter and 3 point axial convolution [1 4 1] filter) applied (bottom row) to

TOFOSEM reconstructed images with and without PSF modelling, displayed in SUVbw .
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commonly performed is by detector response modelling, which was

not considered during our simulation due to the lack of an

appropriate model in the current implementation of SIRF.

In patient data, the addition of cortical bone from the vertebra

to attenuation maps led to an overall increase in measured uptake

in the spinal cord of up to 17.2%. Although this difference was not

as large as demonstrated in simulated data, it is in line with

previous work investigating five-tissue class attenuation maps for

spinal cord PET/MR (30). OSEM and OSEM-PSF

reconstructions exhibited the largest disparity between images

reconstructed with or without vertebral bone. Inserting

segmented bone features into attenuation maps can be prone to

errors when applying a Hounsfield unit that is not patient-

specific (31). MR-derived segmentation can also be affected by

patient motion (32), a factor that is not accounted for in this

study. However, in the absence of same-patient CT acquisitions,

this approach provides a useful example of the role vertebral

bone plays in attenuation correction. The PSF modelling used in

this software is based on the scanner model and includes spatial

variation across the field of view, but introducing PSF modelling

did not make a significant difference to measured activity in the

spinal cord for the reconstruction parameters used. The OSEM

parameters were chosen to reflect common clinical practice;

however, it has been shown that applying PSF in EM algorithms

can slow convergence in early iterations (33). Subsequently, we

demonstrated that applying PSF corrections when reconstructing

PET data does lead to an increase in SUVmean in images

reconstructed with OSEM and TOFOSEM to 10 iterations;

however, this must be balanced with increased image noise and

computation time. The reason why PSF modelling appears to be

insufficient in recovering the signal remains unclear.

TOF correction reduced the impact of including vertebral bone

in attenuation correction on measured uptake, suggesting that time

of flight in PET-MR can overcome the barriers posed by the lack of

CT or transmission-based attenuation correction. This finding

aligns with previously reported results in other organs (12).

Applying post-filtering reduced measured uptake in all cases,

with a maximum reduction of 20.7%. In TOF reconstructions,

this had a greater impact on SUVmean in the spinal cord than

changing the attenuation correction approach, which showed a

maximum change of 6.6% in SUVmean. For small-diameter

structures, care should be taken when performing quantification

on post-filtered images. This could be due to improved contrast

recovery and faster convergence in TOF reconstructions, as

emission data is better localised (12, 13). Since PET image

reconstruction is a complex problem with multiple sources of

error, including those arising from attenuation and scatter, using

TOF algorithms may also lead to the effects of these errors

becoming more localised. A further assessment against a known

ground truth image would help in determining the impact that

TOF algorithms have on quantification across the whole image.

The Q.Clear algorithm results displayed the same trends as

OSEM, with TOF reducing the difference in SUVmean between

different attenuation correction maps from a maximum of 18.3%

with Q.Clear to a maximum of 6.2% with TOF Q.Clear at beta =

200. Increasing the beta value decreased the measured uptake in

the spinal cord, in agreement with previously reported results

(25, 34). The images reconstructed with beta = 100 gave the

lowest difference between the two attenuation maps, which also

corresponds to the previous studies suggesting that a beta value

of 100–200 is more appropriate for applications involving small

(<10 mm) regions of interest when using Q.Clear. Therefore,

Q.Clear could be optimised for spinal cord reconstruction by

using low values of beta to avoid over-smoothing, given the small

diameter of the spinal cord.

Accurate quantitative spinal cord PET/MRI would be beneficial

for translational neuroscience research by providing

complimentary functional information that is acquired

simultaneously, particularly with the increasing number of

specific PET tracers for imaging the central nervous system (29,

35) and myelin-binding (36) radiopharmaceuticals. This could

improve the understanding of disease mechanisms and help

assess the therapeutic efficacy of treatments in clinical trials by

allowing for monitoring of receptor activity and neuronal

structure in the spinal cord (37). This article has focused on

investigating the sources of error in PET data to facilitate a move

towards more accurate quantification of spinal cord PET in PET/

MRI systems.

4.1 Future work

Future work in this area should focus on investigating

resolution recovery and partial volume correction that can be

applied to PET data in PET/MRI. Hybrid reconstruction

algorithms, which use anatomical MRI as a prior for PET data

reconstruction (38), could be beneficial in maintaining the

distinction between the spinal cord and surrounding active tissue

in PET/MRI and has previously been implemented for time-of-

flight PET data (39).

Numerous partial volume correction and resolution recovery

methods using features from other imaging modalities have also

been published (40, 41), with specific interest in this area for

application with PET/MR scanners, allowing for readily available

spatially registered MR images acquired simultaneously with PET

data (42). Further investigations into applying these to spinal

cord PET could prove advantageous, given the high resolution

and tissue contrast available in the spine through MRI (43).

5 Conclusion

In this study, we demonstrated that in systems without time of

flight, ignoring vertebral bone in PET/MRI leads to an

underestimation of tracer uptake in the spinal cord by up to

23.9%, particularly in the thoracic spine. We also demonstrated

that for a system with a 4.4 mm resolution, measured PET

uptake in the spinal cord is reduced by up to 32.2% compared to

higher-resolution systems. We conclude that this is due to partial

volume effects, which have greater impact on quantification than

ignoring bone in attenuation correction. Applying TOF

correction can reduce disparity in SUVmean between images
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reconstructed with and without vertebral bone in attenuation maps

to a range of 0.7%–6.6%. Applying PSF modelling to both OSEM

and TOFOSEM reconstruction methods requires a higher

number of iterations than is often used in clinical practice to

recover measured uptake; however, reconstruction with the

Q.Clear algorithm was effective at recovering activity. More

research is needed on the best way to apply partial volume

correction in PET imaging to facilitate accurate quantification of

PET tracer uptake in the spinal cord in PET/MRI.
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