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Background

No existing machine learning (ML)-based models use free text from electronic medical records (EMR) as input to predict immediate remission (IR) of Cushing’s disease (CD) after transsphenoidal surgery.



Purpose

The aim of the present study is to develop an ML-based model that uses EMR that include both structured features and free text as input to preoperatively predict IR after transsphenoidal surgery.



Methods

A total of 419 patients with CD from Peking Union Medical College Hospital were enrolled between January 2014 and August 2020. The EMR of the patients were embedded and transformed into low-dimensional dense vectors that can be included in four ML-based models together with structured features. The area under the curve (AUC) of receiver operating characteristic curves was used to evaluate the performance of the models.



Results

The overall remission rate of the 419 patients was 75.7%. From the results of logistic multivariate analysis, operation (p < 0.001), invasion of cavernous sinus from MRI (p = 0.046), and ACTH (p = 0.024) were strongly correlated with IR. The AUC values for the four ML-based models ranged from 0.686 to 0.793. The highest AUC value (0.793) was for logistic regression when 11 structured features and “individual conclusions of the case by doctor” were included.



Conclusion

An ML-based model was developed using both structured and unstructured features (after being processed using a word embedding method) as input to preoperatively predict postoperative IR.
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Introduction

Pituitary corticotroph adenoma is also called Cushing’s disease (CD). It accounts for the majority of Cushing’s syndrome cases (1, 2). Cushing’s syndrome causes various types of symptoms and signs, such as central obesity, supraclavicular fat accumulation, thinned skin, purple striae, proximal muscle weakness, fatigue, high blood pressure, glucose intolerance, acne, hirsutism, and neurological deficits (3). The first-line treatment method is transsphenoidal surgery (TSS) according to a consensus statement (4). Thus, immediate remission (IR) is important for both patients and surgeons. A previous systemic review showed that the overall IR rate was 77% (52.1%–96.6%) (5).

Several studies have been conducted to investigate perioperative risk factors for the prediction of postoperative prognosis using both traditional biostatistical and machine learning (ML) methods (6–9). ML is a computer-based method for data analysis based on the theory that there are patterns hidden in data, and it helps to predict the prognosis of diseases (10). ML enables a computer to construct models by iteratively learning from the patterns in the dataset. Therefore, an ML-based model is formed based on learning from real-world data rather than learning from doctors’ experience, which may be limited (11). In recent years, there have been an increasing number of ML-related studies on pituitary adenoma. For example, Liu et al. used seven ML-based models that incorporated 17 clinical variables to preoperatively predict the recurrence of CD. The model that performed the best was random forest (RF) with an AUC value of 0.781 (8). Fan et al. used six ML-based models that incorporated 12 clinical variables to predict the TSS response. The final model with the highest AUC value of 0.8555 was the GBDT model.

Features including the preoperative and postoperative serum adrenocorticotropic hormone (ACTH) level, postoperative serum cortisol level, age, and preoperative cavernous sinus invasion on MRI (IOMRI) have been shown to be related to postoperative prognosis (8). All risk factors initially considered in previous studies were selected by clinicians according to their clinical experience and related literature. No existing models use electronic medical records (EMR) as input to predict postoperative IR of patients with CD, even though they may contain a great deal of information that is useful for the prediction of IR. In the present study, EMR is included in the model for the preoperative prediction of postoperative IR of CD.

In recent years, EMR has facilitated data accessibility. There are different types of manifestations in patients with CD because of hypercortisolism that may contain information related to the severity of CD. However, the analysis of diverse and massive EMR data remains challenging because of the complex nature of clinical language and the interpretation process. To address these challenges, in this study, natural language processing techniques are used, specifically contextualized word embeddings, to help humans to access this information in free text to improve predictions. Word embedding is a typical type of natural language processing technique, and it is a suitable method for vectorizing free text so that it can be processed by downstream learning models. Although there has been exponential growth in the number of studies involving radiomics methods, the application of word embedding techniques is still limited (12, 13). In those studies, the text part of EMR was incorporated into the ML model as input, which increased the modal and made the input data closer to real-world data (14, 15).

Postoperative IR is important for clinician–patient communication, and it may influence the treatment strategy. The objective of the present study is to develop an ML model to preoperatively predict postoperative IR using both free text from EMR (after being processed by a word embedding technique) and structured features as input.



Materials and Methods


Study Population

The present study was approved by the ethical review committee of Peking Union Medical College Hospital (PUMCH). A total of 419 patients with CD were enrolled between January 2014 and August 2020. All surgery was performed by MF.

The inclusion criteria were as follows: (1) manifestations of Cushing’s syndrome; (2) positive result on MRI or negative result on MRI, but CD was strongly suspected according to manifestations; (3) ruling out the possibility of ectopic ACTH syndrome; and (4) plasma cortisol level (8:00 a.m.) > 22.3 μg/dl or 24-h UFC level > 103.5 μg.



Diagnosis of Cushing’s Disease

All patients had T1-weighted, T2-weighted, and T1-weighted gadolinium-enhanced MRI. Patients whose T1-weighted gadolinium-enhanced MRI showed the negative result of a pituitary tumor had T1-weighted dynamic gadolinium-enhanced MRI. A hypointense region in T1-weighted MRI within the pituitary gland indicated the positive result of a pituitary adenoma. In cases in which the profiles of the potential tumors were inconspicuous, T1-weighted gadolinium-enhanced MRI was required to outline the tumor. A microadenoma was defined as a tumor whose largest diameter was less than 10 mm and a macroadenoma was defined as a tumor whose largest diameter was ≥10 mm. A total of 392/419 participants had histological confirmation of CD, and the diagnosis of CD was based on synthesized evidence that included MRI results, clinical manifestations, results of the low-dose dexamethasone suppression test (LDDST) and high-dose dexamethasone suppression test (HDDST), and pathological results.

All patients underwent a routine combined LDDST and HDDST to verify hypercortisolism and the location of the tumor. In the LDDST, 0.5 mg of dexamethasone was given to the patient every 6 h for 2 days. The LDDST was considered to be suppressed if 24-h UFC was lower than 12.3 μg/24 h on the second day or plasma cortisol was lower than 1.8 μg/dl in the morning of the third day. In the HDDST, 2 mg of dexamethasone was given to the patient every 6 h for 2 days. HDDST was considered to be suppressed if 24-h UFC on the second day or plasma cortisol in the morning of the third day was >50% lower than the original level. The failure of suppression of the LDDST together with successful suppression of the HDDST indicated CD.

In cases in which there was no evidence of a tumor in preoperative MRI, bilateral inferior petrosal sinus sampling with a desmopressin stimulation test was implemented to confirm the location of the tumor. During the desmopressin test process, 10 mg of desmopressin was given to the patient to stimulate the secretion of ACTH. A ratio of ACTH concentration in the inferior petrosal sinus to peripheral concentration that was larger than 2 in the basal state or larger than 3 after desmopressin stimulation indicated a diagnosis of CD.

The diagnosis of CD was based on the combination of compositive evidence, including MRI results, clinical manifestations, results of LDDST and HDDST, and pathological results.

All TSS was performed by one experienced surgeon (MF). The details of the TSS were discussed previously (16). No medical therapy was administered to patients because of a lack of medicine in China.

The resected tissues were examined for pathology and immunohistochemical analysis for ACTH, growth hormone, thyroid-stimulating hormone, luteinizing hormone, follicle-stimulating hormone, prolactin, Ki-67, and P-53.



Postoperative Management and Immediate Remission

In the first 3 days after TSS (7 days if IR was not achieved), the plasma cortisol level was tested each day. If the cortisol level was lower than 5 μg/dl, glucocorticoid replacement therapy was started. Glucocorticoid replacement therapy started with 100 mg of hydrocortisone twice a day for 3 days following 30 mg of hydrocortisone orally once a day. After being discharged from hospital, patients decreased the dose by 2.5 mg per week until it reached 2.5–5 mg per day. The cessation of the drug was decided by clinicians according to the evaluation of the pituitary function.

IR was defined as a plasma cortisol level (8:00 a.m.) lower than 5 μg/dl or 24-h UFC lower than 20 μg/24 h within 7 days after surgery (17).



Study Design

The data included 11 structured clinical features and 10 unstructured features. Missing values were replaced by average values. The structured data included gender, age, first operation or not, largest tumor diameter, invasion of cavernous sinus on MRI (IOMRI), sellar floor changes (SFC), disease duration, BMI, 24-h UFC, plasma cortisol (8:00 a.m.), and plasma ACTH (8:00 a.m.). The unstructured data included the chief complaint, history of present illness (HPI), past medical history, record of first ward round by superior surgeon, cautions, transferred-out record (from the endocrinology department), transferred-in record (to the neurosurgery department), characteristics of the case, discussions about cases, and individual conclusions of the case by doctor. The 10 unstructured features were routine features of EMR in PUMCH. “Characteristics of the case” were the records of the unique characteristics of an individual patient. “Discussions about cases” were the meeting summaries about all patients’ conditions by all surgeons in the neurosurgery department of PUMCH. “Individual conclusions of the case by doctor” were the records of the summary of patients’ characteristics provided by MF. “Cautions” were the main points that needed to be noticed about treating patients provided by MF. Transferred-out records were the main points that needed to be noticed about treating patients and basic conditions of the patient provided by the endocrinologist. Transferred-in records were the main points that needed to be noticed about treating patients and basic conditions of the patient provided by the neurosurgeon. The EMR of unstructured features was vectorized using a word embedding method, and could then can be analyzed in a similar manner to structured features.

The F-test was used to rank the structured data. The 10 structured features were sequentially included into each model. Then, each model outputs AUC values for different numbers of features. The min–max normalization method was used on the data. The highest AUC values of the four algorithms were used as their baseline values. Ten features of the unstructured data were introduced into each model individually, and the importance of each unstructured feature was ranked according to the change of AUC.



ML Algorithms

Four ML algorithms were applied: support vector machine (SVM), logistic regression (LR), RF, and multilayer perceptron (MLP). In each ML algorithm, structured data were sequentially introduced into the algorithm according to their rank in the training dataset. Then, in the test dataset, the same process was conducted. In both the training and test datasets, 10-fold cross-validation was performed. Then, a grid search was used to select the best hyperparameters, as discussed elsewhere (7).



Statistical Analysis

Statistical analysis was performed using RStudio software (1.2.5042), IBM SPSS Statistics 23 (IBM Corporation), and Python. The Shapiro–Wilk test was used to evaluate the normality of continuous variables. Normally distributed variables were displayed as mean ± standard deviation. Non-normally distributed variables were displayed as the interquartile range. The Wilcoxon test was used to compare non-normal distributed continuous variables in the training dataset and test dataset. Categorical variables were analyzed using a chi-squared test or Fisher’s exact test.



Occlusion Tests

“Occlusion tests” were performed to determine the contributions that the symptomatic entities made to the ML-based models. In the “occlusion tests”, CMeKG (http://cmekg.pcl.ac.cn/) was used to select and delete the symptomatic entities to build a new HPI without symptomatic descriptions of CD. Then, the two HPIs were vectorized and merged into LR together with the structured features. The result demonstrated that the model with the input of the original HPI was conspicuously superior to that with the input of the newly built HPI.




Results


Patients’ Characteristics

A total of 419 patients were included in the study between January 2014 and August 2020. Eleven traditionally used predictors were selected in the study: age, gender, first operation (or not), SFC, IOMRI, tumor diameter (microadenoma or macroadenoma), disease duration, BMI, 24-h UFC, morning plasma cortisol level, and morning plasma ACTH level. All the predictors are presented in Table 1. The characteristics of the remission and non-remission groups are presented in Table 2. From the results of logistic univariate analysis, the first operation (p < 0.001), IOMRI (p = 0.010), SFC (p = 0.011), and ACTH (p = 0.009) were strongly correlated with IR. From the results of logistic univariate analysis, the first operation (p < 0.001), IOMRI (p = 0.046), and ACTH (p = 0.024) were strongly correlated with IR (Table 3).


Table 1 | Participants’ characteristics in trainning and test datasets.




Table 2 | Patients’ characteristics in remission and non-remission groups.




Table 3 | Logistic univariate and multivariate analysis of the relationship between risk factors and IR.





Predictive Performance of Models

Four ML-based algorithms were used: MLP, SVM, RF, and LR. The performance of each model with different numbers of structured features is shown in Figure 1. The highest AUC values for MLP, SVM, RF, and LR were 0.759, 0.733, 0.678, and 0.699, respectively (Figure 2). Each unstructured feature was sequentially introduced into the model, which had all structured features included. Then, each model outputs an AUC value (Table 4). The chief complaint and individual conclusions of the case by doctor, HPI and individual conclusions of the case by doctor, together with chief complaint and HPI were then introduced into each model; however, the AUC values were not higher than when only one unstructured feature was introduced into the model. The highest AUC value (0.793) was achieved by LR when 11 structured features and individual conclusions of the case by doctor were introduced.




Figure 1 | AUC values of four models with different numbers of structured features selected. The highest AUC value appeared when MLP with 11 variables came into use (AUC = 0.759).






Figure 2 | Performances of models with optimal number of structured features. MLP performed the best.




Table 4 | AUC values and 95 confidence interval of different models with different features.



Unstructured features contain too much redundant information; hence, three or more unstructured features were not combined in this study to extract valid information.



Variable Importance

F-test univariate analysis was used to rank the importance of the 11 variables. Their rank was as follows: first operation, SFC, morning ACTH, IOMRI, 24-h UFC, disease duration, BMI, tumor diameter, gender, plasma cortisol, and age. The rank of the features of unstructured data was evaluated using the change in AUC value after adding a single unstructured feature into the model based only on the structured features. For LR, “individual conclusions of the case by doctor” was ranked first.



Occlusion Tests

The performance of the model with the input of the original HPI was conspicuously better than that with the input of the HPI without symptomatic entities (Table 5). The red Chinese characters indicate the deleted symptomatic entities.


Table 5 | Example of Occlusion Test Results.






Discussion

TSS is the first-line treatment method for CD. IR rates are typically between 59% and 96.6% (18). In the present study, the IR rate was 75.7% (317/419), which is almost the same as the result of 76% from a previous study (19). IR may be a strong predictor of long-term remission (20). IR is also important for doctor–patient communication because patients are always concerned about whether clinical manifestations can be eliminated immediately. Thus, it is of great importance to develop an ML-based model for the preoperative prediction of IR.

Various types of manifestations exist in patients with CD because of hypercortisolism, such as abnormal fat distribution, weight gain, osteoporosis, diabetes mellitus ecchymosis, and hypokalemia. According to our limited experience, the symptoms and signs a patient has are strongly correlated with the patient’s prognosis. Therefore, we speculate that the unstructured data of patients with CD contributes to the ML-based model for the preoperative prediction of IR. The manifestations of patients with CD may be recorded in EMR, which has been ignored by clinicians in quantitative analysis because natural language could not be processed in the past. However, natural language processing techniques can now deal with EMR as the input of ML-based models, which facilitates the full use of multimodal data (structured data and unstructured data in EMR). In the present study, we performed occlusion tests on HPI and the results demonstrated that the performance of the model with the input of the original HPI was better than that with the input of HPI without symptomatic entities. Therefore, we speculated from the occlusion test and our limited experience that symptomatic entities in HPI were strongly related to IR and conducive to the prediction of IR.

In our previous study, we used several ML algorithms to build ML-based models to preoperatively predict IR (7). In that study, we only included structured data in the ML-based model, whereas in the present study, we introduced not only structured data into the models but also unstructured data. Unstructured data may contain information related to the severity of CD in addition to the 11 features of structured data that were summarized by clinicians according to their personal experience. The features included in the final model with the highest AUC (0.743) in our previous study were IOMRI, tumor size, whether it is the first operation, and ACTH level (8:00 a.m.), whereas in the present study, the model with the highest AUC (0.793) was constructed using LR with 11 structured features and “individual conclusions of the case by doctor.” The model performance in the present study was superior to that in the previous study.

The importance of the features of structured data was ranked using the F-test, whereas the importance of the features of unstructured data was evaluated using the change in AUC value after adding a single unstructured feature into the model based only on the structured features. Information such as image and voice, itself has the characteristics of vectorization, continuity. Natural language (EMR) is different. It is the expression and abstract summary of objective things. This is the advantage of human thought; however, it restricts computers to the identification of natural language because it lacks a strong correlation between specific sensory information and natural language. In the past, computers could only perform statistical and logical reasoning through the relationship between symbols, which made it difficult to express the continuity of language. In 2013, Mikolov et al. (21) enabled vocabulary to form the deep model input of continuous real number space in the same manner as images and audio, and the learning efficiency of the model was much higher than that of previous models. Thus, we used a word embedding method in the present study to vectorize EMR. “Individual conclusions of the case by doctor” are routine records in EMR at PUMCH. They are the conclusions of clinicians according to the clinical characteristics of patients, and they may reflect the subjective perception of doctors about the severity of the disease. Therefore, we speculated that key information related to the severity of the disease may be hidden in free text and could contribute to the ML-based model.

Table 4 shows that the AUC values of MLP and SVM did not increase after unstructured features were introduced into the model, whereas, simultaneously, the AUC values increased significantly after “individual conclusions of the case by doctor” was introduced into the model. These two contrasting results are mainly caused by several factors, as we speculated. First, unstructured data text is generally long, with a great deal of useless information, and can easily be overfitted in MLP, which can lead to the decline of AUC values. Similarly, SVM looks for a hyperplane to separate data points, which makes it difficult to determine an appropriate hyperplane to separate them in the case of complex data features. Therefore, the performance of SVM decreases after unstructured data that contain a great deal of redundant information are introduced into the model. The linear model structure of LR enables it to capture quasi-linear characteristics and ignore high-dimensional redundant information; hence, it can capture key information in the unstructured text to obtain a high-grade classification capacity. To summarize, MLP and SVM are more complex than LR, which made the latter even more effective in the present study.

To the best of our knowledge, the present study is the first to use unstructured data from the EMR of patients with CD as the input of ML-based models. In this process, we embedded these unstructured features, and transformed them into relatively low-dimensional dense vectors to facilitate the model construction of ML (22, 23). In previous studies on the ML model construction process, one-hot encoding on discrete characteristics was typically feasible for clinically used binary structured data (e.g., gender). However, features with one-hot encoding may be too high-dimensional and sparse for EMR data, which is not conducive to model training. CD is a type of neuroendocrine tumor that causes not only a mass effect but also various types of endocrine symptoms recorded in EMR that can be fully used by an ML-based model after embedding.

In the present study, the final model with the highest AUC included all structured features; however, according to the F-test, four structured features were correlated with IR. Their rank is as follows: first operation or not, SFC, ACTH, and IOMRI. If a patient has already undergone at least one operation, there is a higher chance that the tumor is more invasive and aggressive, which may cause postoperative residual (24). SFC was the second-most important predictor of IR in the present study. If the sellar floor of a patient is infiltrated on preoperative MRI, it is likely that the tumor has higher invasiveness that makes it invade the mucosa and bone in the sellar region. In this circumstance, there is a relatively great possibility of postoperative residual. Preoperative ACTH level was the third-most important predictor of IR, which is consistent with our previous study (9). IOMRI was the fourth-most important predictor, which is also consistent with our previous study (9). An intriguing observation is that tumor size was not a predictor of IR, which is inconsistent with previous studies (9, 19, 25, 26). In our previous study (7), tumor size was strongly correlated with IR when two surgeons performed operations over several decades. However, in the present study, only MF performed the operation. We can speculate from the result that with the evolution of surgical skills and personal experience, tumor size is no longer a major predictor of IR.



Strengths and Limitations

The present study has two strengths. First, this is the first study that used deep learning techniques to deal with EMR of patients with CD as input of an ML-based model that improved model performance. EMR contains sufficient information about the patient to reflect real-world information. Second, a relatively large CD cohort was considered. There are also two limitations. First, this was a single-center study. Second, the performance of the ML-based model depended on the quality of EMR.



Conclusions

EMR of patients with CD can be used as input to an ML-based model after being processed to preoperatively predict IR. The model with structured features together with unstructured features conspicuously enhanced the performance of the model compared with the model that used only structured features as input. First operation or not, SFC, ACTH, and IOMRI were the most important predictors of IR of CD.
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