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Objective

Presentation delay of cancer patients prevents the patient from timely diagnosis and treatment leading to poor prognosis. Predicting the risk of presentation delay is crucial to improve the treatment outcomes. This study aimed to develop and validate prediction models of presentation delay risk in gastric cancer patients by using various machine learning models.





Methods

875 cases of gastric cancer patients admitted to a tertiary oncology hospital from July 2023 to June 2024 were used as derivation cohort, 200 cases of gastric cancer patients admitted to other 4 tertiary hospital were used as external validation cohort. After collecting the data, statistical analysis was performed to identify discriminative variables for the prediction of presentation delay and 13 statistically significant variables are selected to develop machine learning models. The derivation cohort was randomly assigned to the training and internal validation set by the ratio of 7:3. Prediction models were developed based on six machine learning algorithms, which are logistic regression (LR), support vector machine (SVM), random forest (RF), gradient boosted trees (GBDT), extremely gradient boosting (XGBoost) and muti-layer perceptron (MLP). The discrimination and calibration of each model were assessed based on various metrics including accuracy, sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV), F1-Score and area under curve (AUC), calibration curves and Brier scores. The best model was selected based on comparing of various metrics. Based on the selected best model, the impact of features to the prediction result was analyzed with the permutation feature importance method.





Results

The incidence of presentation delay for gastric cancer patients was 39.3%. The developed models achieved performance metrics as AUC (0.893-0.925), accuracy (0.817-0.847), sensitivity (0.857-0.905), specificity (0.783-0.854), PPV (0.728-0.798), NPV (0.897-0.927), F1 score (0.791-0.826) and Brier score (0.107-0.138) in internal validation set, which indicated good discrimination and calibration for the prediction of presentation delay in gastric cancer patients. Among all models, RF based model was selected as the best one as it achieved good discrimination and calibration performance on both of internal and external validation set. Feature ranking results indicated that both of subjective and objective factors have significant impact on the occurrence of presentation delay in gastric cancer patients.





Conclusion

This study demonstrated that the RF based model has favorable performance for the prediction of presentation delay in gastric cancer patients. It can help medical staffs to screen out high-risk gastric cancer patients for presentation delay, and to take appropriate and specific interventions to reduce the risk of presentation delay.
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1 Introduction

Gastric cancer is one of the common malignant tumors of the digestive system, and the incidence and mortality rates rank the 5th and 3rd of malignant tumors worldwide, respectively (1). As of 2022, the incidence rate of gastric cancer in China reaches 35.87/100,000, ranking the 4th and 6th among malignant tumors in men and women respectively. The mortality rate of gastric cancer is 26.04/100,000, ranking the 3rd and 4th among malignant tumors in men and women respectively (2). The five-year survival rate of early gastric cancer can reach 90% and above. However, about 90% of the gastric cancer patients in China are in the progressive stage at the time of diagnosis, and the five-year survival rate is less than 30% (3). Previous studies had shown that the prognosis of gastric cancer is closely related to the timing of diagnosis and treatment (4).

The concept of medical delay was first proposed by Pack and Gallo in 1938 and can be divided into two kinds, i.e. symptom to presentation delay (SPD) and presentation to treatment delay (PTD) (5). Among them, presentation delay refers to the time between the first detection of suspicious symptoms related to cancer and the patient’s first visit to a healthcare facility is more than 3 months (5). Some studies have shown that patients are generally treated effectively during the diagnosis period after presentation (6). Therefore, treatment delay has less impact on patients than presentation delay. Domestic and international studies have shown that the incidence of presentation delay for cancer patients ranges from 33% to 54% (6, 7). In rural counties of four provinces in China (Henan, Shandong, Jiangsu, and Anhui), the average time of delay in presentation for cancers of the upper gastrointestinal tract (stomach and esophagus) is 119 days, and the incidence of presentation delay (≥3 months) was 30.0% (8, 9). Presentation delay not only leads to poor prognosis of patients with gastric cancer, affects the patient’s quality of life and survival time, but also increases medical costs. Therefore, it is important to prevent presentation delay and improve the prognosis of gastric cancer patients.

Risk prediction is one effective way to prevent patient presentation delay. Based on the prediction results, populations with high presentation delay risk can be identified timely (10). On one hand, it helps patients to improve the perception of risk on delayed access to healthcare. On the other hand, it enhances the ability of medical staff to identify high-risk population in an early stage and optimize resource allocation (11, 12). With the rapid development of artificial intelligence (AI) techniques, powerful machine learning (ML) models have been introduced into medical research and help to develop medical prediction models with improved performance (13). By using various diseases related factors such as demographic and pathologic data, ML models were used to predict the probability of certain patient outcomes, such as incidence and recurrence of diseases (11, 12, 14, 15).

Previous researches on presentation delay of gastric cancer patients were mostly limited to current situation analysis and influence factors investigation (4, 16–18). Although there are some studies on prediction model for diagnosis/treatment delay of cancer patients (19, 20), to the best of our knowledge there is no prediction model for presentation of gastric cancer patients. The objective of this study was to explore and validate various ML methods for constructing predictive models for presentation delay of gastric cancer patients. Self-developed questionnaires and authoritative scales were used to collect gastric cancer patient information that were supposed to be highly correlated with the occurrence of presentation delay. The collected data included demographic information, health-related information, medical treatment history, family support level, health literacy management knowledge, medical coping modes and emotional states. Based on the clinical data, the influence factors of presentation delay in gastric cancer patients were firstly analyzed, revealing 13 statistically significant variables: ethnicity, age, education, place of residence, medical insurance, regular medical examination, family support score, health literacy score, medical coping modes (confrontation, avoidance, resignation), anxiety scores and depression scores. Based on those selected variables, six predictive models were constructed and validated. It was hoped that the constructed models can provide useful tools for nurses to screen the high-risk groups and reduce the risk of presentation delay of gastric cancer patients.




2 Materials and methods



2.1 Patients

From July 2023 to June 2024, 875 cases of gastric cancer patients admitted to a tertiary oncology hospital (Sichuan Cancer Hospital & Research Institute) in Sichuan Province, China were selected for cross-sectional study. The inclusion criteria were: (1) clear consciousness, normal language expression ability and comprehension; (2) age ≥ 18 years; (3) voluntary participation in this study; (4) gastric cancer patients diagnosed by pathology. The exclusion criteria were: (1) people with comprehension or reading disabilities; (2) patients with other cancers in combination; (3) patients with non-primary gastric cancer. 200 gastric cancer patients admitted to other four tertiary hospitals in Sichuan Province from July 2023 to June 2024 were selected as external validation data. The study was reviewed and approved by the Medical Ethics Committee of the hospital (Approval No. SCCHEC-02-2023-127) after informed consent was obtained and signed by the patients.




2.2 Data collection procedure

We conducted a survey-based data collection procedure. The survey team consisted of more than ten clinical nurses who had worked for more than 10 years and had undergone unified training before collecting data. They used self-developed questionnaires and authoritative scales to collect data on gastric cancer patients by distributing questionnaires or one-on-one consultation. The used questionnaires/scales include:

	1. Demographic information questionnaire: A self-developed questionnaire on general demographic information, including gender, ethnicity, age, education, type of household, occupation, total household income, marital status, and form of payment for medical care.

	2. Health related questionnaire: A self-developed health-related questionnaires containing information on alcohol consuming, preference of stimulating/smoky/fried/pickled foods, family history of stomach cancer, physical examination situation, and chronic gastric disease status.

	3. Medical treatment questionnaire: A self-developed questionnaire that includes: choice of hospital for the first visit, clinical stage and pathological type of gastric cancer, the initial symptom of gastric discomfort and the first time of detection, the first time of seeking medical treatment. The delay of seeking medical treatment was assessed by the investigator based on whether the time between the patient’s first symptom and visit to the healthcare facility was ≥90 d.

	4. Family support scale (FSS): The family support scale was improved by Wang Guorong et al. (21) based on the scale developed by Procidana and Heller (22). This scale contains 15 entries, forming a three-level scale, including “fully compliant = 3 points”, “partially compliant = 2 points”, and “not at all compliant = 1 point”. The total score ranges from 15 to 45 points, and higher scores indicating higher levels of family support. The Cronbach’s   coefficient of the questionnaire entries was measured to be 0.83.

	5. Health Literacy Management Scales (HeLMS): This scale was developed by Jordan et al. (23) and modified by Haolin Sun (24). The scale consists of 24 items of 4 categories, which are information acquisition ability (9 items), communication and interaction ability (9 items), willingness to improve health (4 items), and willingness to pay (2 items). Each item has 5 level options and the total score ranges from 24 to 120. The Cronbach’s α coefficient was measured as 0.85, indicating good reliability and validity.

	6. The Medical Coping Modes Questionnaire (MCMQ): This questionnaire was developed by Feifel et al. (25) and adapted by Shen et al. (26). The scale is comprised of total 24 items with four-point (1–4) Likert scales, and is divided into 3 subscales: confrontation scale (8 items), avoidance scale (7 items), and resignation scale (5 items). Higher scores of each subscale indicate that the patient tends to adopt that coping style.

	7. Generalized Anxiety Disorder Scale (GAD-7): The scale is based on the seven diagnostic criteria for anxiety disorders of the Diagnostic and Statistical Manual of Mental Disorders (DSM) developed by the American Psychiatric Association (APA) (27). It has been proven to be a psychometric scale for screening, identifying, and evaluating anxiety states with good reliability, sensitivity, and specificity. The questionnaire consists of 7 questions, each of which has 4 answers that corresponds to a score of 0/1/2/3. The total score is 21, with higher scores indicating higher levels of anxiety. The Cronbach’s α coefficient was measured as 0.907.

	8. Patient Health Questionnaire-9 (PHQ-9): This questionnaire is based on nine entries of the DSM-IV (Diagnostic and Statistical Manual of Mental Disorders developed by the American Psychiatric Association) diagnostic criteria (28). It is a simple and valid self-assessment scale for depressive disorders. Each question has 4 answers of score 0/1/2/3. The scale has a total score of 27, with higher scores indicating a higher degree of depression. The Cronbach’s   coefficient is 0.767, indicating good reliability and validity.



Other data such as information from medical records were combined to ensure the data were collected in a complete and reliable manner. After the questionnaires were completed, the researcher examined them one by one and asked the patient to fill up missing items if there was any. Invalid questionnaires with inconsistent and regular answers were excluded to ensure the authenticity and accuracy of the research data. During the survey, the questionnaires were registered and numbered so no missing or duplication occurred. After the survey, the completeness and correctness of the questionnaires was checked again, and timely remedial actions were taken if problems were found.




2.3 Statistical analysis

SPSS 26.0 and Python 3.7.1 were used to perform statistical analysis. The measurement data conforming to normal distribution were expressed in the form of  , and Student’s t test was used for comparison between sets. Those not conforming to normal distribution were expressed in the form of median and quartiles  , and Mann−Whitney test was used for comparison. Categorical data were expressed in the form of frequency and percentage, and comparison between sets were performed with chi-square test. Variables with statistically significant differences were screened according to the criterion of P<0.05 and included in the predictive model modeling analysis.




2.4 Machine learning models

The whole population was randomly assigned to training set and validation set according to a 7:3 ratio, resulting in a training set with 613 samples and a validation set with 262 samples. Prediction models were developed by using following machine learning methods: logistic regression (LR) (29), support vector machine (SVM) (30), random forest (RF) (31), extreme gradient boosting (XGBoost) (32), gradient boosting decision tree (GBDT) (33) and multilayer perceptron (MLP) (34). All machine learning models were developed using Python 3.7.1. For model training, 5-fold cross validation and grid search were used for optimal hyper-parameter determination. The developed models were validated and compared with the internal and external validation set by using following metrics: the area under curve (AUC) derived from receiver operating characteristic (ROC) curve, accuracy, sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV), F1-Score and Brier score. When the performance metrics were not consistent, AUC was used as the main reference metric. The models were compared and the optimal model was selected. Based on the selected optimal model, the contribution of features for the prediction of the presentation delay risk was analyzed by feature ranking. The whole process of model development and validation is shown in Figure 1.




Figure 1 | Flowchart of the model developing and validation process for prediction of presentation delay risk in gastric cancer patients.







3 Results



3.1 Basic characteristics of patients

According to the time between the initial perception of symptoms and the first visiting of patient to hospital, the 875 gastric cancer patients were classified as non-delayed group with 531 samples (60.7%) and delayed group with 344 samples (39.3%). There were 628 male cases (71.8%) and 247 female cases (28.2%). 774 cases (88.5%) were Han nationality and 101 cases (11.5%) were minority nationality. 395 cases (45.1%) were over 60 years old, and 480 cases (54.9%) were under 60 years old. Patients with high-school or above level education amounted to 195 (22.3%) and other 680 patients (77.7%) had education level below than high school. With regard to the medical insurance type, there were 244 cases (27.9%) of basic medical insurance for employees, 163 cases (18.6%) of basic medical insurance for urban residents, 444 cases (50.7%) of new rural cooperative medical insurance, and 24 cases (2.8%) of other insurance types. Patients lived in urban and rural area were 324 (37.0%) and 551 (63.0%) respective. There were 518 (59.2%) patients that enjoy spicy, smoked, fried or pickled foods, and 632 (72.2%) patients have never undergone a physical examination.




3.2 Included features

The data of the delayed and non-delayed groups were compared with statistical tests. The results indicated that the differences between the two groups in ethnicity, age, education, place of residence, medical insurance, regular medical examination, family support score (FSS), health literacy score (HeLMS), medical coping modes (confrontation-MCMC, avoidance-MCMA, resignation-MCMR), anxiety scores (GAD-7) and depression scores (PHQ-9) were statistically significant (P<0.05). The aforementioned 13 statistically significant features were included for ML models training and testing. For continuous variables, the raw data were used directly. For categorical variables, the data were processed by binary encoding or dummy encoding. The details of statistical analysis results and feature encoding are shown in Table 1.


Table 1 | Statistical analysis results and feature encoding of the derivation cohort (n = 875).






3.3 Model development and internal validation

Using the selected features as input, six machine learning models, i.e., LR, SVM, RF, XGBoost, GBDT and MLP, were trained and evaluated for predicting the presentation delay risk of gastric cancer patients. During development of models, 70% of the whole dataset were randomly selected for training. By combine the strategy of 5-fold cross validation and grid search, the optimal hyper-parameters for each model were determined. Then the model was retrained with the determined hyper-parameters and the whole training set to obtain the final model.

The performance metrics of each model on training and internal validation set are summarized in Table 2. The receiver operating curves (ROC) are shown in Figure 2, based on which the AUC values were derived. By comparing the performance metrics on training and internal validation set, it can be seen that the gaps between metrics such as AUC, accuracy and F1-score are relatively small. The only exception if the MLP based model, which had relative larger performance gap than the other models. The reason might be that MLP is well known to be prone to overfitting. The risk of overfitting is low for all the other models.


Table 2 | Evaluation metrics of different ML models on training and validation set.






Figure 2 | Receiver operating curves of the six models on the internal validation set.



The discrimination performance of the developed models was generally well, which is indicated by the values of AUC (0.893-0.925), accuracy (0.817-0.847), sensitivity (0.857-0.905), specificity (0.783-0.854), PPV (0.728-0.798), NPV (0.897-0.927) and F1 score (0.791-0.826) on the internal validation set. To better demonstrate the calibration degree of different models, the calibration curves are also shown in Figure 3. The calibration curves and the Brier scores in Table 2 indicate that the models were well calibrated. Moreover, based on the evaluation results, RF was found to have the best performance with respect to the AUC metric (AUC=0.925). The RF model also had the best sensitivity (0.905) and Brier score (0.107), and the second-best accuracy value (82.8%).




Figure 3 | Calibration curves of the six models on the internal validation set. (A) Calibration curves of LR. (B) Calibration curves of SVM. (C) Calibration curves of RF. (D) Calibration curves of XGBoost. (E) Calibration curves of GBDT. (F) Calibration curves of MLP.






3.4 External validation

The performance of the models was further evaluated on the external validation set, which were geographical independent from the training and internal validation set. The performance metrics are summarized in Table 3, the ROC curves and calibration curves are shown in Figures 4 and 5 respectively. It can be seen that the performance metrics are relative stable compared to those on training and internal validation set. Although the MLP based model achieved the highest AUC value, it also produced the largest Brier score among all models. This can also be observed by the large derivation of the calibration curve from the reference curve in Figure 5F. The RF based model achieved the second-best AUC value and the lowest Brier score on the external validation set. Therefore, the RF based model was selected as the best model for predicting the risk of presentation delay for gastric cancer patients.


Table 3 | Evaluation metrics of different ML models on external validation set.






Figure 4 | Receiver operating curves of the six models on the external validation set.






Figure 5 | Calibration curves of the six models on the external validation set. (A) Calibration curves of LR. (B) Calibration curves of SVM. (C) Calibration curves of RF. (D) Calibration curves of XGBoost. (E) Calibration curves of GBDT. (F) Calibration curves of MLP.






3.5 Feature importance analysis

The RF algorithm was selected as the best performed model. To better understand how different variables contribute to the prediction of presentation delay, we also ranked the features based on the feature importance values calculated based on the permutation feature importance method, as shown in Figure 6. According to the feature importance ranking values, the top variables were PHQ-9, GAD-7, MCMs, FSS, HeLMS. Regular health examination, medical care type and place of residence also had significant impact on the model.




Figure 6 | Feature importance ranking of variables.







4 Discussion



4.1 Current status of presentation delay in gastric cancer patients

The results of this study demonstrated that the incidence of presentation delay for gastric cancer patients was 39.3%. The result was similar to the reported 39% incidence of presentation delay for patients with multiple cancers (8), as well as the 30.0% incidence of presentation delay for the upper gastrointestinal tract (stomach and esophagus) in rural counties in the four provinces of Henan, Shandong, Jiangsu, and Anhui in China (9). This suggested we should further strengthen the publicity and education to increase residents’ knowledge of cancer and its symptoms, and promote early screening and diagnosis of cancer.




4.2 Risk factors of gastric cancer presentation delay

In this study, risk factors were identified according to statistical analysis of the collected data. By identify the risk factors of presentation delay of gastric cancer patients, the probability of the occurrence of presentation delay can be predicted with the ML models. Moreover, appropriate strategies can be adopted to reduce some of these risk factors.

According to the feature ranking of all risk factors, the two emotional factors the depression and anxiety score (GAD-7 and PHQ-9) ranked on top. This suggests that subjective factors have a significant impact on the occurrence of presentation delay. On one hand, the more anxious the patients are, the more they care about their own health condition. When any discomfort symptom occurs in his/her own body, the patient will be worried about that their own negligence may lead to serious consequences, and will actively seek medical treatment. On the other hand, gastric cancer patients with higher depression scores have a higher incidence of presentation delay. Emotional reactions and psychological state in cancer patients when symptoms appeared plays an important role in patients’ decision to actively seek help or admission to the hospital for consultation and treatment. Excessive worry or depression about the disease leads to fearing of diagnosis and treatment of the disease, and coping with the disease in a negative and avoiding way (35). On the contrary, patients with lower anxiety score are more likely to delay in seeking medical treatment after the appearance of symptoms. This may be due to the fact that symptoms of gastric cancer are not obvious in the early stage, only appeared as slightly gastric discomfort accompanied by acid reflux or belching. Hence the patients would not pay attention to the clinical manifestations of gastric cancer, and they don’t have enough subjective cognition of the disease. As a result, they would not be overly concerned about their own health status, and they would not seek medical treatment because of their gastric discomfort, nor would they have more anxiety because of their health problems. Therefore, we need to encourage patients to seek help and confide in family and friends, so that the uneasiness can be reduced and the depression can be alleviated.

Medical coping mode was an important predictor of the occurrence of presentation delayed in gastric cancer patients. The confrontation coping mode is an active response to the disease, the resignation coping mode shows the inability to adapt to the pain and stress brought by the disease, and the avoidance coping mode is the attitude of indifference and downplaying to the stress and pain brought by the disease. In this study, delayed gastric cancer patients had lower confrontation scores and higher resignation avoidance scores than non-delayed patients, and the difference was statistically significant. This suggested that positive facing is a protective factor against presentation delay. Positive coping mode can promote early medical treatment, shorten the delay time effectively, and improve the survival time and quality of life of patients (36). Therefore, in clinical medical care work we should help patients to regulate negative emotions and establish the correct cognition of the disease.

Family support appeared to be an important risk factor of the occurrence of presentation delay in gastric cancer patients. The higher the score of family support, the lower the incidence of presentation delay. This was in line with Zhang et al (37). who found that there was a significant correlation between patient’s delay and family support, i.e., patients who can obtain timely support from their family members and friends and receive affirmative advice on seeking medical care after detecting their symptoms can shorten their delay and increase the overall survival rate. In China, family support can give not only financial support but also emotional support to gastric cancer patients. Most gastric cancer patients will discuss with their friends and relatives before consulting a doctor, and most of the elderly people are accompanied by their children when they go to hospitals for consulting a doctor. Good family support can give the patients confidence in overcoming the disease and improve their ability to deal with inner pressure. Therefore, medical staffs should be good at finding and guiding cancer patients to actively seek effective family support in their work.

Another risk factor of presentation delay with high ranking was the health literacy of the patients. The results of this study showed that gastric cancer patients with higher health literacy scores had a lower incidence of presentation delay. Health literacy refers to an individual’s awareness and ability to maintain his or her own health. A good level of health literacy can help to improve the ability of patient to cope with diseases (38). People with lower levels of health literacy have poorer awareness and ability to maintain their own health. They often adopt negative responses when uncomfortable symptoms occur such as delay in seeking medical care, which is consistent with the results of a previous study (39). This suggests that nurses should pay more attention to and intervene in the health literacy level of people at high risk of gastric cancer, improve their awareness and ability to maintain their own health, and promote their active response to disease symptoms and timely medical treatment.

In addition to the various factors mentioned earlier, other factors that impact on the occurrence of presentation delay include regular medical examination, the medical insurance type and place of residence. Regular medical examination has significant impact on the occurrence of presentation delay. People who have regular medical examination are mostly enterprise workers or people who pay more attention to their own health. They can receive continuous health education from medical staffs during regular medical examinations. Once they find any problems they can seek medical treatment in time. Whereas those who do not have regular medical examinations have a lower awareness of their own health. They can’t catch the early warning signals, causing delay in seeking medical treatment. Among 344 cases of delayed gastric cancer patients, patients live in rural areas (253 cases, 73.5%) was significantly higher than patients live in urban area (91 cases, 26.5%). The disparity between the diagnosis and treatment of cancer between urban and rural areas had been confirmed by previous studies (40). Urban areas have richer medical resources compared with rural areas, and patients live in towns can seek medical treatment timelier as they are closer to hospitals. On the contrary, patients live in rural areas have fewer transportation options due to the remote location of rural areas. The health resources available between urban and rural areas are different as the allocation of health resources is imbalance. The difficulty of accessing medical services and the complex referral process can be barriers to seeking medical services for rural patients. Moreover, in recent years, medical and health institutions have entered cities and towns to promote cancer health education and popularize cancer prevention and treatment knowledge through many channels. But the work carried out in rural areas is insufficient. It needs to appropriately increase the allocation of health resources to rural areas, reduce the gap between regions, and ensure the accessibility of medical services in rural areas. At the same time, it is an effective countermeasure to promote timely and correct medical treatment by raising the awareness of the rural residences about cancer.




4.3 Comparison prediction performance of ML models

We performed a comprehensive comparison of the performance of the six ML based models. Among all six models, the RF based model had the highest AUC and Brier score and the second highest overall accuracy and F1-score, indicating it superior performance over the rest models. We noticed that the RF model has highest sensitivity but relative low specificity values among all models, which implies that the RF model has a strong ability to identify patients with high presentation delay risk and sometimes may over-estimate the risk. We considered this behavior is acceptable since our goal is to screen out high risk patients so that early intervention measures can be made to prevent serious consequences caused by presentation delay. On the contrary, a certain extent of over-estimation of the risk would not cause very bad consequences. The other two decision tree-based models, i.e. XGBoost and GBDT, achieved slightly lower AUC and overall accuracy values. This demonstrated the advantage of tree-based models for the prediction of presentation delay risk. Tree based models like RF, XGBoost or GBDT can handle various type of data flexibly. They are also with good balance between fitting ability and generalization ability by using the bagging/boosting strategy. For other models, the relatively simple linear LR model was usually used as baseline model in previous studies. In this study, the performance of LR based model was inferior to tree-based models but comparable to the SVM based model. The performance of MLP based model was inconsistent between different datasets. In summary, among the six ML based presentation delay risk prediction models for gastric cancer patients, the RF based model had the overall best performance and is suggested to be used for medical staffs for screening out patients with high presentation delay risk.




4.4 Limitations

Although this study was conducted in multiple centers to better verify the generalization ability of the developed machine learning models, all participating hospitals are located in western China. Therefore, the conclusions of this study may still be affected by regional differences. In addition, prospective studies are required to verify the model’s performance.

Moreover, another limitation of this study is the limited number of data samples. Training effective machine learning models with limited data is possible, as indicated by the good prediction performance on different validation datasets. Nevertheless, the number of data samples might affect the performance evaluation of different models, as complex models are more prone to overfitting with a small amount of data. For example, neural networks are generally considered as one of the most advanced machine learning methods. However, in this study the performance of MLP is found to be inferior to tree-based models. With a larger number of data samples, the performance of complex models such as MLP might be further improved. In the future, multi-center large-sample studies will be further conducted to reduce the influence of data size.





5 Conclusion

In this study, based on statistical analysis results 13 features were selected for predicting the risk of presentation delay in gastric cancer patients. Six machine learning based models were established and evaluated based on a dataset of 875 samples. After comparing the performance metrics of different models, the RF based model was selected as the best model. Based on the RF model, the features were ranked to demonstrated the importance for prediction presentation delay risk. It was shown that both of subjective factors such as emotional state (anxiety, depression), health literacy and objective factors such as family support, regular medical examination, place of residence had significant impact on the occurrence of presentation delay. Therefore, it is important to comprehensively assess patients’ conditions and adopt specific measures to prevent the delay of gastric cancer patients. Due to time constraints, the number of participating hospitals and the sample size of the external verification group was limited. In the future, multi-center large-sample studies or intervention studies will be further carried out to provide a basis for reducing the presentation delay of gastric cancer patients.
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