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Introduction: To create training data for AI systems, it is necessary to manually

assign correct labels to a large number of objects; this task is often performed

by crowdsourcing. This task is usually divided into a certain number of smaller

and more manageable segments, and workers work on them one after the

other. In this study, assuming the above task, we investigated whether the

deliverable evaluation feedback and provision of additional rewards contribute

to the improvement of workers’ motivation, that is, the persistence of the tasks

and performance.

Method: We conducted a user experiment on a real crowdsourcing service

platform. This provided first and second round of tasks, which ask workers

input correct labels to a flower species. We developed an experimental

system that assessed the work products of the first-round task performed

by a worker and presented the results to the worker. Six hundred forty-five

workers participated in this experiment. They were divided into high and low

performing groups according to their first-round scores (correct answer ratio).

The workers’ performance and task continuation ratio under the high and low

performance group and with and without evaluation feedback and additional

rewards were compared.

Results: We found that the presentation of deliverable evaluations increased

the task continuation rate of high-quality workers, but did not contribute to

an increase in the task performance (correct answer rate) for either type of

worker. The providing additional rewards reduced workers’ task continuation

rate, and the amount of reduction was larger for low-quality workers than that

for high-quality workers. However, it largely increased the low-quality worker’s

task performance. Although not statistically significant, the low-quality worker’s

task performance of the second round was highest for those who were shown

both feedback and additional rewards.

Discussion: It was found that rewards positively a�ected worker motivation in

previous studies. This is inconsistent with the results of our study. One possible

reason is that previous studies have examined workers’ future engagements

on di�erent tasks, whereas our study examined workers’ successive tackles on

the almost same task. In conclusion, it is better to o�er both feedback and

additional rewards when the quality of the deliverables is a priority, and to give

only feedback when the quantity of deliverables is a priority.

KEYWORDS

crowdsourcing, deliverable assessment, evaluation feedback, additional reward, worker

motivation, task continuation, task performance
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1 Introduction

In recent years, crowdsourcing services are being used by

companies to diversify work styles and improve production

efficiency. In crowdsourcing, workers are recruited via the Internet,

which makes recruitment easier than the conventional means,

such as flyers and job magazines (Howe, 2006). In addition,

workers can work anytime and from anywhere, therefore, they

have the flexibility to work during their spare time. However,

since the work provider (hereinafter, “crowdsourcer”) cannot

directly monitor workers, it is impossible to know whether they

are diligently working on their tasks. Therefore, it is necessary

for crowdsourcers to devise ways to ensure this. In addition,

crowdsourcing services must introduce a system that can guarantee

the quality of deliverables (Kashima et al., 2016; Soliman and

Tuunainen, 2015).

In particular, when collecting training data for machine

learning, it is necessary to have people assign correct labels to the

examples such as photos or sounds. For such tasks, it is desirable to

have workers work on many tasks while improving the quality of

tasks they perform. However, many crowdsourcers cannot ensure

that workers work consistently on similar or subsequent tasks after

their initial participation (Rockmann and Ballinger, 2017; Yang

et al., 2008). If a participant does not work on several microtasks,

the effort to break down tasks into microtasks and post them on the

crowdsourcing platform will be wasted. Therefore, it is necessary

to encourage continuous worker participation, not only to obtain

large volumes of participation in similar tasks in the short term but

also to maintain the total volume of efforts in the crowdsourcing

community in the long term (Sun et al., 2015). Consequently, both

academia and industry are looking at ways to encourage workers to

continue participating on similar or subsequent tasks (Liu and Liu,

2019; Sun et al., 2012). However, there is a trade-off between the

quality and quantity of deliverables. On the one hand, the quantity

of deliverables will decrease as the evaluation criteria are raised to

ensure reliability of the quality of deliverables. On the other hand,

if the deliverables are not evaluated and payment to workers is

high, the quantity of deliverables will increase, but their quality will

decrease. Therefore, it is an extremely difficult problem to maintain

a certain level of quality while ensuring the quantity of deliverables.

General methods to accomplish this include devising the task

and its work environment. Specifically, making the task socially

meaningful rather than for profit (Rogstadius et al., 2011; Cappa

et al., 2019), or making it seem like a game so that workers can

enjoy while working (Hong et al., 2013; Goncalves et al., 2014;

Feng et al., 2018; Morschheuser et al., 2019; Uhlgren et al., 2024)

are some examples. Other possible approaches include eliminating

the participation of workers who do not satisfy the necessary

conditions before performing the task (Matsubara andWang, 2014;

Allahbakhsh et al., 2013), and eliminating those who complete the

task in an extremely short time by measuring the time taken to

perform the task (Cosley et al., 2005). Furthermore, it is possible to

set effective rewards that lead to incentives for the tasks performed

by workers (Watts andMason, 2009; Ho et al., 2015; Yin et al., 2013;

Feng et al., 2018; Cappa et al., 2019), provide evaluation feedback

on the deliverables (Feng et al., 2018), and inform workers about

the evaluation criteria to encourage them to take their work more

seriously (Dow et al., 2012). Another way is to evaluate workers’

abilities in advance by testing and distribute tasks according to

workers’ abilities (Tauchmann et al., 2020).

Some studies have shown that explaining the objectives or social

significance of the project improves the worker’s motivation. For

examples, showing the project’s technical features has been found to

lead to sustained participation (Jackson et al., 2015), and showing

social significance of the task has been found to increase the number

of participants (Cappa et al., 2019). The relationship between task

instructions and worker participation intentions ormotivations has

also been investigated. For examples, the type of task instructions

(i.e., unbounded, suggestive, and prohibitive) has been found to

affect the creativity of participants (Chaffois et al., 2015). Yin et al.

(2022) examined how requirement-oriented and reward-oriented

strategies in task instructions affect worker participation and found

that the usage of restrictive words affect the number of participants.

Some studies have combined the methods described above

to increase workers’ motivation to engage in tasks. Feng et al.

(2018) studied the effects of rewards for deliverables and feedback

on motivation to participate in tasks for 295 workers in a

crowdsourcing service. Furthermore, they examined whether the

four intrinsic motivations (self-presentation, self-efficacy, social

bonding, and playfulness) in the crowdsourcing context have a

mediating effect on workers’ motivation. The results confirmed the

mediating effects of intrinsic motivations of self-presentation, self-

efficacy, and playfulness on the effect of rewards and feedback on

respondents’ willingness to participate.

Using a public database of crowdsourcing tasks, Cappa

et al. (2019) collected data related to “crowdsourcing invention

activities” campaigns conducted between 2007 and 2014. The data

were used to investigate the impact of financial rewards and social

significance explanation on the number of project participants.

Regression analysis revealed that financial rewards had a significant

trend on the number of participants, while social significance

explanation had a significant impact on the number of participants.

While the aforementioned studies examined whether task

devices affect worker motivation, some studies have investigated

the psychological elements that constitute worker motivation

in crowdsourcing. According to the self-determination theory

(SDT), two types of motivation impact human behavior: intrinsic

and extrinsic motivation (Ryan and Deci, 2000). Participants

of collaborative work are also motivated in two different ways

(extrinsic one and intrinsic one;Wasko and Faraj, 2005; Antikainen

et al., 2010). Soliman and Tuunainen (2015) investigated the

extrinsic and intrinsic motivations that influence the use of

crowdsourcing services. It showed that intrinsic motivation

consisted of curiosity, enjoyment, and altruism, while extrinsic

motivation consisted of financial rewards, skill development, future

employment, and publicity. Kaufmann et al. (2011) investigated

which of intrinsic and extrinsic motivation was high among

crowdsourcing service workers. The survey results showed that

immediate rewards, which are extrinsic motivations, were high.

Among the intrinsic motivators, enjoyment-based motivation

tended to be higher than the others.

Huang et al. (2020) conducted a questionnaire survey on

crowdsourcing to investigate whether workers intended to continue

working on tasks from the same crowdsourcer. They investigated
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whether the flexibility and enjoyment of previous tasks, as well

as trust in the crowdsourcer, affected the worker’s intention to

continue working. The results showed that enjoyment of the

previous task and trust in the crowdsourcer had positive effects on

task continuation.

Thus, studies investigating the factors that correlate with

workers’ motivation to engage in tasks and task persistence have

mainly been conducted using questionnaires. The results of these

questionnaire-based studies will be more reliable in terms of

causality if they are supported by the results from psychological

experiments. Therefore, in this study, we used a psychological

experiment to test whether evaluation feedback on deliverables

and additional rewards based on it increases workers’ persistence

in participating in tasks and improves the quality of tasks

they perform.

We targeted tasks that require a large number of identical

inputs and responses, such as the task of collecting training data

for machine learning. In this simple repetitive input/response task,

the crowdsourcer can divide the tasks into a certain number

of smaller and more manageable segments (microtasks) and

request the workers in crowdsourcing services to complete them

(Deng et al., 2016). We developed an experimental system that

assessed the work products of the first task performed by a

worker and presented the results to the worker (feedback). While

feedback in crowdsourcing services typically includes numeric

reviews and textual comments by crowdsourcers (Feng et al., 2018;

Jian et al., 2019), in this study, the correct answer rate, which

can be systematically calculated from responses and immediately

presented to the worker, was used. By allowing workers to check

the evaluation of their work products, it is expected that if the

evaluation is good, the worker will be more motivated for the

task. Moreover, we paid additional rewards only if the evaluation

was good because workers were expected to be more motivated

when they knew that their rewards would change depending on

their effort.

We examined the effects of the abovementioned system by

categorizing workers into two groups: high-quality and low-

quality workers. We prepared a task that could be worked on

twice in succession and grouped workers according to their

performance on the first task: high-quality workers were those

with high correct answer ratio (hereinafter “score”) and low-

quality workers were those with low scores. For high-quality

workers, presentation of work product evaluations (feedback)

and additional rewards were expected to positively affect their

motivation because those who work sincerely are likely to feel more

satisfied with their work when they know that their efforts are

evaluated fairly. However, for low-quality workers it may negatively

affect their motivation because they do not work honestly, and

when they know that the crowdsourcer is carefully evaluating

their task, they may think that they cannot complete the task

with ease, even if they continue to work on it. However, it

is also possible that some workers, even those who were of

low-quality, change their motivation and try to work on the

task with integrity when they know that their work products

are being evaluated. Therefore, the following eight hypotheses

were formulated:

Hypothesis 1-1: High-quality workers will continue with the

tasks when they receive feedback.

Hypothesis 1-2: High-quality workers will continue with the

tasks when they receive rewards in addition to feedback.

Hypothesis 1-3: High-quality workers will achieve a higher

score on the second task when feedback on the first task is provided.

Hypothesis 1-4: High-quality workers will achieve a higher

score on the second task when they receive rewards in addition

to feedback.

Hypothesis 2-1: Low-quality workers are less likely to continue

with the tasks when they receive feedback.

Hypothesis 2-2: Low-quality workers are less likely to continue

with the tasks when they receive rewards in addition to feedback.

Hypothesis 2-3: Low-quality workers will achieve a higher score

on the second task when feedback for the first task is provided.

Hypothesis 2-4: Low-quality workers will achieve a higher

score on the second task when they receive rewards in addition

to feedback.

2 Method

2.1 Experimental system and tasks

In this study, an experiment was conducted on an actual

crowdsourcing service with people who typically undertake

crowdsourcing jobs. Among the crowdsourcing services available

in Japan, we chose “CrowdWorks,” as it had the largest number of

workers in Japan. We developed an experimental system designed

to collect training data for machine learning (hereinafter referred

to as the “experimental system”). The experimental system was

implemented in PHP. There exist three versions (conditions) in

the developed system: Condition (1) Without feedback (FB) and

without additional reward (AR), Condition (2) with FB andwithout

AR, and Condition (3) with FB and with AR.

The task prepared for the experiment was to identify the type

of a flower image displayed on a screen. Specifically, the image of

a flower either of the species “halcyon” (scientific name: “erigeron

philadelphicus”) or of “daisy” (scientific name: “erigeron annuus”)

was displayed, and workers needed to guess which of the two

types of flowers was displayed (Figure 1). Because it is not easy to

distinguish between these two types of flowers, an explanation of

how to distinguish between them was always displayed below the

question. Twenty questions were asked in succession to identify

flower types and the task was presented twice. After completing

the first task, the workers were allowed to complete the second

task at their discretion. That is, they could end the experiment after

completing the first task or proceed to the second task.

To test our hypothesis, we prepared the following

three conditions:

(1) Feedback (percentage of correct answers) was not provided

and no additional reward was given.

(2) Feedback (percentage of correct answers) was provided but

no additional reward was given.

(3) Feedback (percentage of correct answers) was provided and

additional rewards were paid to those with a high score (correct

answer ratio).

By comparing conditions (1) and (2), we could clarify the

relationship between feedback and task performance (i.e., the score

in the second task), and between feedback and continuation rate
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FIGURE 1

Screenshot of the experimental system (question page).

(i.e., the ratio of workers who proceeded to the second task after

completing the first task). Comparing (2) and (3) allowed us to

determine whether there was a difference in task performance or

continuation rate based on an additional reward when feedback

was provided.

2.2 Experimental conditions

The first and second tasks consisted of 20 questions each. The

score (correct answer ratio) was calculated by dividing the number

of correct answers by 20 and presenting it as a percentage to the

workers (Figure 2). To test the hypotheses, it was necessary to

establish a threshold score to distinguish between high- and low-

quality workers. Thus, we asked 13 students in our laboratory to

complete the task. The results are shown in Figure 3. Based on these

results, we adopted a correct answer ratio of 80% as the threshold

for distinguishing between high- and low-quality workers. In the

actual experiment, workers who answered the first task correctly at

least 80% of the time were considered high-quality workers, and

others were considered low-quality workers. All workers were paid

a flat rate of 50 yen per task for the first and second tasks. In

experimental condition (3), the additional reward for high-quality

workers was 25 yen. It was paid to them through a dummy task on

the crowdsourcing service that the authorized workers could access

and obtain money by inputting a password.

In a crowdsourcing experiment, workers who are demotivated

or who have worked on a task in a random manner can

be eliminated by a simple rule (Matsubara and Wang, 2014;

Allahbakhsh et al., 2013; Cosley et al., 2005), and this experiment

was conducted with these eliminated workers as well. The

participants were asked about their birth year before starting the

task and their zodiac sign (sexagenary cycle traditionally used in

East Asia, represented by the name of an animal in Japan) after

completing the task. In addition, an image that was clearly incorrect

(an image of a large lily flower) was inserted in the middle of the

task (hereafter referred to as a dummy question). The usual number

of choices for an answer was two, however, for the dummy question,
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FIGURE 2

Screenshot of the experimental system (evaluation page).

FIGURE 3

Histogram of scores (correct answers ratio) in pre-tests in the lab.

three choices were given by adding the “neither” option. Therefore,

21 questions were presented to the participants. The experimental

system also measured the start and end times of the task and

calculated the time required to answer. Therefore, workers whose

birth year and zodiac sign did not match, who answered anything

other than “neither” to the dummy question, and whose took

<60 s to answer were considered unreliable (these criteria were

called filtering rules) and were excluded from the experimental

results. Here, 60 s was considered because it indicated the time in

which it was physically impossible to answer the question (i.e., to

input all the answers in the Web forms). A total of 300 workers

were recruited for each experiment. They were recruited under

the guise of participating in a plant image determination task. The

experiment was also conducted under their consent to participate

in the task. This study was reviewed and approved by the Research

Ethics Review Committee of the authors’ institution.

TABLE 1 The number of workers in each experimental condition.

Experimental
condition

All Unreliable Target

Condition (1)-First 282 11 271

Condition (1)-Second 231 11 220

Condition (2)-First 268 9 259

Condition (2)-Second 226 13 213

Condition (3)-First 295 8 287

Condition (3)-Second 213 22 191

3 Results

3.1 Analysis of all workers

Table 1 shows the numbers of participants (workers) in each

experimental condition, those excluded as unreliable by the filtering

rule, and those who remained. The results showed that few workers

provided unreliable answers.We focused on workers’ score (correct

answer ratio). First, a Kolmogorov-Smirnov test was performed

on the scores for each experimental condition (first and second

tasks) and no normality was found. The average scores of the first

and second tasks in experimental conditions (1)–(3) are shown in

Table 2 (second and third columns). Themean score in the first task

combined with conditions (1)–(3) was 0.76, and that in the second

task was 0.83. The mean score was higher in the second task than

that in the first task under every experimental condition. Because

a worker could perform both the tasks, their corresponding scores

were used. Wilcoxon signed-rank tests were conducted for workers

performing both tasks, and significant differences were found with

p = 9.99e-13, 1.34e-11, and 2.65e-07 (all <0.05) for experimental

conditions (1), (2), and (3), respectively.
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TABLE 2 Average score in the first and second tasks and continuation rate

of all workers in each experimental condition.

Experimental
condition

Score-
first

Score-
second

Continuation
ratio

Condition (1)

Without FB and without AR

0.74 0.82 0.81

Condition (2)

With FB and without AR

0.75 0.83 0.82

Condition (3)

With FB and with AR

0.77 0.85 0.67

FB, Feedback; AR, Additional reward.

Although not a hypothesis of the study, we first examined

whether feedback and additional rewards affected continuation

rates and scores for all participants including both high-quality

workers and low-quality workers. In detail, we checked whether

the difference between the scores in the first and second tasks

differed depending on the experimental condition. A Kruskal-

Wallis test was conducted, yielding a p = 0.69 (>0.05). The

Wilcoxon rank sum test with Bonferroni’s adjustment showed no

significant difference, with p = 1.00, 1.00, 1.00 (all >0.05), for

experimental conditions (1) and (2), (2) and (3), and (1) and

(3), respectively. Therefore, there was no difference in the scores

depending on the experimental conditions.

The continuation rates for experimental conditions (1) and

(3) are shown in Table 2 (fourth column). We statistically tested

whether continuation rate differed depending on the experimental

conditions. A chi-square test of the experimental conditions

showed a significant difference, with a p-value of 4.84e-6 (<0.05).

The Cramer’s coefficient of association was 0.17. Residual analysis

revealed that the adjusted standardized residuals for experimental

conditions (1), (2), and (3) were 2.32, 2.73, and −4.94, respectively

(all absolute values >1.96), indicating significant differences. This

indicated that the experimental condition (3) with feedback and

additional rewards had a lower continuation rate than other

conditions. Experimental condition (2) with feedback but no

additional reward and experimental condition (1) with neither

feedback nor additional reward had higher continuation rates

than experimental condition (3). However, there was no difference

between them in the continuation rates. This suggested that

feedback was ineffective in increasing the overall continuation rate.

3.2 Analysis based on worker quality

Next, we examined whether task continuation rate and score on

the second task differed depending on the quality of the workers.

Specifically, we calculated the average score (correct answer ratio)

and continuation rate for the high- and low-quality groups. The

results for the high- and low-quality workers are shown in Tables 3,

4, respectively.

We statistically examined whether the continuation rate

differed between the experimental conditions for high- and low-

quality workers. First, we focused on high-quality workers. A chi-

square test was conducted on experimental condition and task

continuation, and a significant difference was found with a p =

TABLE 3 Average score in the first and second tasks and continuation rate

of high-quality workers in each experimental condition.

Experimental
condition

Score-
first

Score-
second

Continuation
rate

Condition (1)

Without FB and without AR

0.86 0.86 0.80

Condition (2)

With FB and without AR

0.86 0.86 0.85

Condition (3)

With FB and with AR

0.87 0.85 0.71

FB, Feedback; AR, Additional reward.

TABLE 4 Average score in the first and second tasks and continuation rate

of low-quality workers in each experimental condition.

Experimental
condition

Score-
first

Score-
second

Continuation
rate

Condition (1)

Without FB and without AR

0.64 0.79 0.82

Condition (2)

With FB and without AR

0.67 0.80 0.80

Condition (3)

With FB and with AR

0.66 0.85 0.61

FB, Feedback; AR, Additional reward.

0.017 (<0.05). The Cramer’s coefficient of association was 0.14.

Further residual analysis revealed that the adjusted standardized

residuals for experimental conditions (1), (2), and (3) were 0.86,

2.06, and −2.72, respectively (judgment condition |stdres| >1.96),

indicating significant differences. Thus, we found that experimental

condition (3) with additional reward had a lower continuation rate

than experimental condition (2) without it. Therefore, Hypothesis

1-2 was not supported. The continuation rate was higher in

experimental condition (2), in which feedback was provided, than

in experimental condition (1), in which no feedback was provided.

Thus, Hypothesis 1-1 was supported. This suggested that feedback

succeeded in maintaining the motivation of high-quality workers

to some extent. In other words, workers with high judgment ability

or motivationmight have been able to maintain their motivation by

learning about their own performance.

Regarding low-quality workers, A chi-square test on

experimental condition and task continuation showed a significant

difference, p = 5.98e-5 (<0.05). The Cramer’s coefficient of

association was 0.22. Further residual analysis revealed that the

adjusted standardized residuals for experimental conditions (1),

(2), and (3) were 2.37, 1.93, and −4.40, respectively (judgment

condition |stdres| >1.96), indicating significant differences. Thus,

we found that experimental condition (3) with additional reward

had a lower continuation rate than the other conditions. Thus,

Hypothesis 2-2 was supported. It was likely that low-quality

workers, in other words, workers with poor judgment ability or

low motivation, lost the motivation to continue working on the

task even when additional rewards were offered. Experimental

condition (1), with neither additional reward nor feedback, had

the highest continuation rate. In experimental condition (2), in

which only feedback was provided, no association was found, and

Hypothesis 2-1 was not supported.
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Next, we focused on scores (correct answer ratio). Those of the

high-quality workers showed little change, with the mean of the

first and second task scores being approximately 0.86. To confirm

this, Wilcoxon signed-rank tests were conducted on the first and

second task scores of high-quality workers who proceeded to the

second task. The p-values were 0.60, 1.00, and 0.43 (all >0.05)

for conditions (1), (2), and (3), respectively, and no significant

differences were found. Additionally, we checked whether the

difference between the second and first task scores depended on

experimental conditions. A Kruskal-Wallis test was performed

which showed a p = 0.76 (>0.05). A Wilcoxon rank sum test with

Bonferroni adjustment revealed no significant differences with p=

1.00, 1.00, 1.00 (all >0.05) for experimental conditions (1) and (2),

(2) and (3), and (1) and (3), respectively. Therefore, Hypotheses 1-3

and 1-4 were not supported.

In contrast, low-quality workers’ second task scores were

higher than their first task scores in all experimental conditions.

Wilcoxon signed-rank tests revealed significant differences in the

experimental conditions (1), (2), and (3) with p = 4.49e-15, 1.11e-

14, and 1.07e-5 (all <0.05), respectively. We tested whether the

difference between the second and first task scores depended on

experimental conditions. A Kruskal-Wallis test was performed with

a p = 0.14 (>0.05). A Wilcoxon rank sum test with Bonferroni’s

adjustment revealed no significant differences with p = 1.00, 0.20,

0.26> 0.05 for the experimental conditions (1) and (2), (2) and (3),

and (1) and (3), respectively.

Moreover, we checked whether the second task score differed

according to experimental conditions. The Kruskal-Wallis test was

performed with a p-value of 0.0033 (<0.05). The Wilcoxon rank

sum test with Bonferroni’s adjustment revealed partially significant

differences with p = 1.00, 0.039, and 0.0026 (p < 0.05 for the

decision condition) for the experimental conditions (1) and (2),

(2) and (3), and (1) and (3), respectively. Thus, the highest score

was obtained in the experimental condition (3) (with feedback and

additional rewards). Thus, Hypothesis 2-4 was partially supported.

That is, although we were not able to increase the scores of

workers individually, we were able to maintain an overall high

score for the second task, as some workers did not proceed to the

second task.

Surprisingly, the second task scores of the low-quality workers

were almost identical to those of high-quality workers. This may

be due to the fact that those who did not work hard for the first

time worked hard the second time to receive the additional reward,

and that only the low-quality workers who were confident about

receiving the additional reward in the second time proceeded to the

second task. In experimental condition (2) (with feedback and no

additional reward), the increase in scores was much smaller than

in experimental condition (3). Therefore, Hypothesis 2-3 was not

supported. It is likely that low-quality workers were not motivated

by feedback on work product evaluations alone.

4 Discussion

An analysis of all workers showed that additional rewards

reduced the task continuation, and an analysis of high- and

low-quality workers showed that providing feedback on work

product evaluations contributed to a higher continuation rate

for high-quality workers. However, it had little effect on

the continuation rate of low-quality workers. Feedback did

not improve the second task score for either high- or low-

quality workers. Although additional reward largely reduced the

continuation rate for low-quality workers, it also slightly reduced

that for high-quality workers. Although the additional rewards did

not improve individual scores among low-quality workers, high

scores were maintained for those who proceeded to the second task.

Previous studies on motivation for crowdsourcing task efforts

(Feng et al., 2018; Cappa et al., 2019; Kaufmann et al., 2011)

found that rewards positively affect worker motivation. This is

inconsistent with the results of this study which showed that

additional rewards did not lead to higher continuation rates. One

reason for this is that the previous studies involved working on

different tasks (one-shot tasks independent of each other), whereas

our study involved working on the next task immediately (a task

with almost the same content as the first one). The decision to work

on the task was not a significant cognitive burden, and rewards

might not have positively affected worker motivation. Another

possibility is that the tasks used in the experiment were microtasks

aimed at acquiring machine learning training data; therefore, the

base and additional reward (half of the base reward) amounts were

small (Of course, the amount of compensation they receive for their

working hours is not low). It is possible that this small amount did

not motivate workers to work diligently on the second task and

receive additional rewards.

Regarding the motivation behind each worker’s quality,

additional rewards did not increase the continuation rate of high-

quality workers. It is possible that rewards are not the only

motivating factors for high-quality workers. The additional reward

may have provided them with a certain degree of satisfaction and

discouraged them from continuing to work on the task. This can

be explained using the attribution process (Kelley and Michela,

1980), from the field of social psychology, which mention that

people infer why events in the real world, including their own

actions, occurred. The factors affecting human behavior can be

largely divided into internal and external factors (Weiner, 1974).

The target event in this study needed the user’s own effort to guess

the name of the flower. In our experimental task, the internal

factors might include the user’s original pleasures and enjoyment

of engaging in the crowdsourcing task (Deng and Joshi, 2016; Ye

and Kankanhalli, 2017) and personal growth achievement obtained

by finishing the task (Deng and Joshi, 2016; Feller et al., 2012), and

the external factor might be the reward that can be obtained by

working on the task (Taylor and Joshi, 2019). Generally, monetary

rewards are used as incentives in exchange of contributions to

crowdsourcing tasks (Hann et al., 2013; Khern-am-nuai et al.,

2018). In crowdsourcing services, it is a common practice to

get paid on task completion; therefore, the standard amount of

payment is not a strong external factor. In fact, the rewards for

the tasks in our experiment were not higher than those for other

tasks in crowdsourcing. The task was divided into microtasks

and a standard payment was set considering the actual working

hours. It seems that high-quality workers began this task with the

intention of taking it seriously. In other words, they were motivated

by internal factors. However, the additional reward after working

on the task may have changed the cause of their action from

an internal to an external factor of obtaining the reward. It has
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been shown in a study on young children’s play (Lepper et al.,

1973) that switching attribution from internal to external factors

results in a loss of motivation for the task, and the results of the

present study seem to be consistent with this. Cappa et al. (2019)

showed that financial and social rewards (explanation of social

benefit) were able to attract more participation, indicating that both

extrinsic and intrinsic motivation should be utilized to increase

the number of participants and contributions. They also suggested

that methods of reward that negatively affect intrinsic motivation

should be avoided. Based on the above discussion, it is necessary

to consider how to reward high-quality workers without damaging

their motivation.

This study had some limitations. We set up a simple task as

the experiment to judge whether an example was true or false,

assuming the acquisition of training data for machine learning.

Our experimental results show that feedback on performance

evaluation increases the continuation rate of high-quality workers,

and that additional rewards increase the overall performance

of low-quality workers. We cannot confirm if our experimental

results are applicable to other creative tasks, such as creating a

tagline for a product or composing a theme song. We are also

uncertain if our results can be applied to tasks that require logical

thinking to make judgments. The feedback in this experiment

was simply the number of correct answers out of 20 questions,

and the percentage of correct answers. If emotional expressions

are added to feedback, the continuation rate may change. It has

been found that a person’s altruistic behavior is influenced by

empathy for the other person (Batson et al., 1981). Expressions

of empathy and emotional praise for the efforts of the worker

may influence task continuation. It has also been found that

workers committed to the crowdsourcing community are more

likely to voluntarily engage in tasks (Ghosh et al., 2012). It

would be good to indicate how much of the deliverables by the

worker contributed to the target community (e.g., the discipline

of biology or environmental studies, if the task was to identify

flower species used in the experiment). Future work should conduct

similar experiments on a variety of tasks and investigate the

effects of different types of feedback, including emotional feedback.

In particular, emotional appeals may influence workers’ internal

motivation. For example, simply showing troubles that a researcher

faces may motivate workers to participate in the task. What kind

of appeals should be included in task instruction is an issue for

future research.

In conclusion, this study examined whether the presentation

of evaluations of work products (feedback) and additional rewards

in crowdsourcing services can encourage workers to continue

working on tasks and improve the quality of deliverables. We

developed an experimental system that can be changed with

or without feedback and additional rewards, and conducted an

experiment on a real crowdsourcing service using this system.

When only feedback was provided, the task continuation rate

increased for high-quality workers. However, for low-quality

workers, the task continuation rate could not be reduced. Feedback

did not contribute to an increase in the correct answer rate for

either type of worker. Although the presence of both feedback and

additional rewards reduced workers’ task continuation rate, the

amount of reduction was larger for low-quality workers than that

for high-quality workers. Furthermore, it significantly increased

the low-quality worker’s task score. Although not statistically

significant, the second score was highest for those who were shown

both feedback and additional rewards.

These results are not simple, but they suggest that for businesses

ordering tasks for crowdsourcing, it is better to offer both feedback

and additional rewards when the quality of the deliverables is a

priority, and to give only feedback when the quantity of deliverables

is a priority. In the future, we aim to improve the quality of

the work products of the subsequent task of low-quality workers

without decreasing the continuation rate of high-quality workers

by devising the reward method and messages in the feedback.
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