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Background: Artificial Intelligence (AI) has the potential to revolutionize Pediatric
Intensive Care Units (PICUs) by enhancing diagnostic accuracy, improving
patient outcomes, and streamlining routine tasks. However, integrating AI into
PICU environments poses significant ethical and data privacy challenges,
necessitating effective governance and robust regulatory frameworks to
ensure safe and ethical implementation. This study aimed to explore valuable
insights into healthcare professionals’ current perceptions and readiness
to adopt AI in pediatric critical care, highlighting the opportunities and
challenges ahead.
Methods: A cross-sectional study conducted an online survey among healthcare
practitioners at King Abdulaziz University Hospital in Jeddah, Saudi Arabia. The
survey included questions about professional roles, experience, and familiarity
with AI, their opinions on AI’s role, trust in AI-driven decisions, and ethical and
privacy concerns. Statistical analyses were performed using IBM SPSS.
Results: Results found varying familiarity with AI among healthcare professionals,
with many expressing limited knowledge of AI applications in PICU settings.
Despite this, there was growing recognition of AI’s current applications. Trust
in AI-driven decisions for PICU management was mixed, with most expressing
partial trust. Opinions on AI’s role in enhancing diagnostic accuracy and
improving patient outcomes varied. Ethical considerations, data privacy, and
effective governance to address regulatory and ethical challenges were
highlighted as critical concerns.
Conclusion: Healthcare practitioners in the PICU preferred using AI for routine
patient monitoring but had concerns about its use in diagnoses and advanced
healthcare. Concerns were held regarding data privacy, security breaches, and
patient confidentiality.
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Introduction

Artificial Intelligence (AI) is an umbrella term pertaining to the areas of learning

algorithms, decision-making, processing natural languages, and robotics (1). It describes

all the methods by which a computer system imitates the cognitive functions humans

are endowed with, such as logical thinking, reasoning, decision-making, and most

importantly, memory or learning from past experiences and incidences (2). Therefore,
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AI has immense potential to advance health applications, including

tertiary care of critical patients, and can be adapted to almost any

area of medicine (3–5).

Lately, the use of AI has been gaining importance in the

healthcare sector as it offers substantial opportunities to improve

healthcare outcomes, reduce costs, and significantly impact

society (2). With the robustness of AI, it is likely to have a

complementary role to human cognitive capability. However,

with the increase in data and further improvement of the model,

AI can even exceed human cognition regarding precision and

decision-making. However, reliability remains an issue, which has

met skepticism in the use of AI in the healthcare sector (6). For

example, IBM Watson uses AI algorithms to analyze patients’

data and guides physicians in exploring and devising a treatment

strategy (7). However, it has come under scrutiny for making

risky and unreliable cancer therapy recommendations. Therefore,

it is at the physician’s discretion to make judicial understandings

and correct choices while using AI.

The advent of newer technology and improvement of care

standards has considerably raised the quality of medical treatment

in critical conditions. Despite this progress, traditional critical care

has certain limitations owing to completely understating and

addressing the complexities of the patient’s health status, timely

prediction of deterioration, and providing timely treatment (8, 9).

Under such circumstances, the use AI can be utilized to recognize

patterns in complex data, suggest the next course of treatment and

improve the overall outcome (8). However, the availability of

abundant, robust, and accurately prepared AI is of utmost

importance in making such models successful (10). Various AI

tools have been developed to augment the healthcare sector. The

United States Food and Drug Administration (FDA) has approved

several AI-based tools, thereby paving the foundation for the

inclusion of such tools in the healthcare sector (11).

Pediatric patients are usually exposed to a high risk of fatal

decompensation and are sensitive to medicine owing to the

developing immune system. Therefore, delay in treatment or slight

oversight in dose can complicate the health situation further.

Therefore, the clinicians engaged in pediatrics are often exposed to

high-pressure situations that demand precision, skills, and decision-

making prowess. Under such circumstances, the ability to

comprehend large amounts of medical information quickly and

efficiently is required to diagnose and develop a treatment plan for

a given baby. Nevertheless, physicians and nurses can leverage the

capability of AI for fast-paced, accurate decision-making in pediatric

intensive care units (PICUs). The first recorded evidence of the use

of AI in PICU dates to 1968, when SHELP a computer-assisted

medical decision-making system was used to diagnose inborn errors

of metabolism in children (12). Machine learning and artificial

intelligence are crucial in overcoming challenges in defining and

subclassifying disease phenotypes in pediatric critical care (13). The

application of AI in PICUs has come a long way and has been used

to detect and as decision support systems for monitoring glucose

levels, predicting metabolic disorders, implementing cognitive

stimulation therapies, and diagnosing neonatal sepsis, etc (14–17).

Various studies have been undertaken to develop AI-based

systems specifically designed for the needs of Neonatal Intensive
Frontiers in Pediatrics 02
Care Units (NICUs) and PICUs. These systems primarily focus

on predicting critical outcomes, such as mortality and

morbidity risks in seriously ill children (15, 18), assessing the

effectiveness of medications (19), and estimating the length of

hospital stays (20, 21). For example, AI has been employed in

whole-genome sequencing to identify genetic disorders and

predict mortality and morbidity risks (18). It has demonstrated

potential in forecasting the effectiveness of caffeine treatment

for apneic episodes in neonates (19), predicting individual

physiological states to estimate the length of stay in PICUs (20),

and analyzing cardiorespiratory signals to monitor vital signs in

NICU patients (22). Furthermore, AI’s application in predicting

shock in children under the age of 12 represents a noteworthy

advancement in pediatric critical care (23).

Although the use of AI in PICU has gained attention to an

extent, this is still met with skepticism owing to several

problems such as availability, cost-effectiveness, awareness

among the health care providers, and educational aspects (24).

While AI holds considerable promise for transforming PICUs

by enhancing diagnostic accuracy, improving patient outcomes,

and streamlining routine tasks, its adoption is still constrained

by several barriers. Current literature has primarily concentrated

on the technical and clinical advancements of AI, with insufficient

attention given to healthcare professionals’ readiness, perceptions,

and trust in employing AI, particularly in sensitive contexts like

PICUs. Additionally, ethical and data privacy concerns

surrounding AI integration have not been thoroughly examined

in pediatric critical care, where patient confidentiality and safety

are of utmost importance.

Therefore, this study aimed to conduct a survey among the

health care providers and gain insight into their perspective on

integrating AI into PICU for patient care and better outcomes of

clinical conditions. This study explored healthcare professionals’

knowledge and familiarity with AI applications in PICUs,

focusing on their trust in AI-driven decisions for routine

monitoring, diagnostics, and patient management. It also

gathered insights on the potential of AI to improve diagnostic

accuracy and patient outcomes while highlighting ethical

concerns such as data privacy and security. The research assessed

the readiness to integrate AI into standard operations and

identified barriers like knowledge gaps and infrastructure

challenges. Additionally, it examined the diverse views on

necessary regulatory frameworks for the safe deployment of AI in

PICUs. By understanding these perspectives, the study highlights

both the opportunities and challenges of incorporating AI in

pediatric healthcare, aiming to generate actionable insights for

effective implementation and future policies.
Methods

Study population

This cross-sectional study was designed to investigate

healthcare practitioners’ prior knowledge and opinions

regarding the use of AI in the PICU setting at King Abdulaziz
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University Hospital, Jeddah, Saudi Arabia. The study population

included clinicians, physicians, and healthcare providers

involved in PICU care at King Abdulaziz University Hospital.

An electronic survey was created using the open-source

“Google Forms” platform to collect participant views

on integrating AI into PICUs for improved patient

outcome management.
Survey design

The survey was designed following the Checklist for Reporting

Results of Internet E-Surveys (CHERRIES) guidelines and

consisted of 21 questions, including three partially categorized

and 18 close-ended questions. The content covered participant

demographics, professional roles, and experiences (Q3–Q5);

knowledge and perceptions of AI in healthcare and pediatric

intensive care units (PICUs) (Q7–Q9); prior use of AI in PICUs

(Q10, Q11); opinions on AI applications, trust levels, and routine

task assistance preferences (Q12–Q18); and views on outcomes,

privacy concerns, and expectations (Q19–Q23). The survey

incorporated validated constructs from prior studies to assess

both objective knowledge and subjective expectations regarding

AI usage. The questionnaire details are provided in

Supplementary File 1 to ensure transparency and replicability for

future studies.
TABLE 1 Background characteristics of the survey participants of
the study.

Age of
participants

Number of participants Percentage (%)

20–29 4 9.1

30–39 22 50.0

40–49 13 29.5

50–59 5 11.4

Gender of participants
Female 33 75.0

Male 11 25.0
Survey distribution, data collection, and
ethical considerations

The questionnaire was disseminated to the participants

through online platforms while ensuring that their involvement

remained completely anonymous and consensual. At the

beginning of the questionnaire, a comprehensive preface outlined

the study’s objectives, providing participants with a clear

understanding of its purpose and significance. To maintain the

integrity of the data collected, each participant was limited to a

single submission.

Upon receiving the consent to participate in the survey, the

questionnaire was distributed to all healthcare professionals via

a Google Form link, facilitated by the pediatric office.

Participants were provided with a written notice highlighting

that participation was voluntary, their responses would remain

confidential, and no personal information would be collected.

Volunteers were instructed to complete the questionnaire,

which aimed to assess various dimensions of the AI PICU

environment. Responses were automatically saved and securely

stored for subsequent analysis. By completing the survey,

participants effectively provided their informed consent to

contribute to the research. The ethical approval for the study

was obtained from the Research Ethics Committee, Unit of

Biomedical Ethics, Faculty of Medicine, King Abdulaziz

University (HA-02-J-008).
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Statistical analysis

The statistical analysis for this study was conducted using SPSS

version 21 (SPSS Inc, Chicago, IL, USA. Data analysis was

conducted employing descriptive statistics to summarize response

distributions, central tendencies, and variability. Categorical

variables were summarized by presenting their frequencies and

calculated percentages, while continuous variables were described

using their means and standard deviations (SD). To investigate

the various factors associated with the implementation of

artificial intelligence (AI) in Pediatric Intensive Care Unit

(PICU) settings, we utilized independent t-tests and chi-square

tests, depending on the nature of the data. A p-value of <0.05

was established as the threshold for rejecting the null hypothesis,

indicating that any observed differences or associations were

statistically significant.
Results

Demographic characterization of the study
population

The demographic characteristics of the participants are

presented in Table 1. Responders were mostly women (n = 33,

75%) compared to their male counterparts (n = 25, 25%). 50% of

the participants were in the age group of 30–39, whereas 29.5%

were in the age group of 40–49 (Table 1). No participants were

beyond the age of 60.
Professional expertise and characteristics of
the study population

Healthcare providers who are closely involved in all aspects of a

PICU setting were surveyed. The study population mostly included

nurses (n = 29, 65.9%), followed by doctors (n = 11, 25%), and the

rest were technicians (2.3%) and managers (2.3%). Regarding

professional experience, the participants had an experience of at

least 1–9 years (n = 19, 43.2%), and 10–19 years (n = 17, 38.6%).

A total of 8 participants, representing 18.2%, had over 20 years

of experience. Furthermore, the majority of our participants

(n = 35, or 79.5%) were employed by government sector
frontiersin.org
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hospitals, while 7 participants (15.9%) worked in private hospitals,

and 2 participants (4.5%) were affiliated with both government and

private sector hospitals (Table 2).
Characterization of the participants in terms
of their familiarity with using the internet
and AI in PICU setup

In our study, most of our participants (n = 23, 52.3%) were very

familiar with the use of the Internet and regularly used it in their

day-to-day non-professional activities (Figure 1). On the other

hand, 40.9% (n = 18) of our participants were somewhat familiar

with the Internet and used it in their daily activities. However, 3

of our participants, accounting for 6.8% of the study population,

were not familiar with the Internet (Table 3).

With the prior information on familiarity with the use of the

Internet, we further assessed the participants’ knowledge and

willingness to adopt AI in ICU care. Only a small number of

participants (2.3%) were familiar with AI, with most participants

(59.1%) not familiar at all and a small number (38.6%)

somewhat familiar (p-value = 0.00) (Figure 1; Supplementary

Table 1). A substantial portion of our participants, 59.1%,

demonstrated a solid understanding of both AI and its specific

applications within PICUs. Notably, even among those who

reported limited knowledge of AI as a whole, a significant

percentage of participants (15.9%) were nonetheless aware of its

practical applications in the PICU context, a finding that yielded

a statistically significant (p-value = 0.001). Additionally, 34.1% of

the participants were aware of the current AI applications in

PICU (Figure 1).
Participant profile based on the willingness
to adopt AI in PICU setup

A set of questions was intended to investigate the general

perceptions regarding implementing AI in the PICU. The

majority of our participants (77.3%) were in favor of partially
TABLE 2 Professional experience of the survey participants of the study.

Profession of
participants

Number of participants Percentage (%)

Clinician 2 4.5

Doctor 11 25.0

Manager 1 2.3

Nurse 29 65.9

Technician 1 2.3

Professional experience
1–9 years 19 43.2

10–19 years 17 38.6

20 and above years 8 18.2

Professional practice
Government hospitals 35 79.5

Other 2 4.5

Private hospitals 7 15.9
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trusting the decision made by AI in pediatric ICU management,

while 13.6% placed their complete trust in AI, and the rest 9.1%

of the participants were skeptical about the decision of using AI

in PICU management (p-value = 0.00) (Figure 2; Supplementary

Table 1). Similarly, 70.5% of the participants partially agreed

with the accuracy of AI-based diagnostic results in the PICU

setting, whereas 15.9% completely agreed with the accuracy of

AI-based diagnosis, while 13.6% partially disagreed (Figure 2).

Furthermore, 65% of the participants favored implementing AI

for routine tasks, data management, and records maintenance

(p-value = 0.05). However, 34.1% of the participants even

supported the implementation of AI for advanced-level

diagnostic purposes in PICU (Figure 2). Moreover, 6.8% of the

participants felt that implementing AI cannot change the

outcome of patients in PICU, whereas 61.4% felt that

implementing AI can moderately improve the outcome in PICU

setup. Nevertheless, a small number of participants i.e., 31.8%,

believed that AI can drastically improve the outcomes of patients

in PICU (p-value = 0.05) (Figure 2).
Ethical concerns and patient data privacy in
AI implementation

Ethical concerns and patient information privacy are of utmost

importance for health service providers. Therefore, we investigated

the participants’ opinions regarding the ethics and privacy of the

patient data. The majority of the participants (63.6%) partially

agreed to the fact that AI poses a risk to the privacy of patient

data as opposed to 31.8% completely agreeing and a small

number of participants (4.5%) completely disagreeing

(p-value = 0.00) (Figure 3; Supplementary Table 1). Similarly,

93.2% (61.4% partially agreed and 3.18% completely agreed) of

the participants expressed their concern over the potential risk of

sensitive healthcare data leakage, and ethical concerns when

implementing AI technologies in the PICU. The remaining 6.8%

of the participants did not express concerns about privacy

breaches while implementing AI in the PICU. Furthermore,

90.1% of the participants (54.5% partially in agreement and

36.4% fully in agreement) acknowledged that robust governance

is essential for effectively addressing regulatory, ethical, and trust-

related challenges while fostering the acceptance and

implementation of AI in the PICU (p-value = 0.00) (Figure 3).
Discussion

AI is increasingly recognized as a transformative force in

healthcare (25). It can potentially enhance diagnostic accuracy,

improve patient outcomes, and streamline clinical workflows

(26, 27). By utilizing machine learning algorithms and data

analytics, AI can help healthcare professionals make more

informed decisions, identify patterns in complex data sets, and

predict patient needs (4). This technology shows promise in

routine tasks and advanced medical procedures, potentially

revolutionizing various aspects of patient care and medical
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FIGURE 1

Knowledge of AI adoption in PICU care.
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research. From personalized treatment plans to early disease

detection, AI can significantly improve the standards of

healthcare delivery, making it more efficient, precise, and

accessible (28). As the applications of AI advance, its integration

into healthcare systems is poised to address many existing

challenges, paving the way for a future where AI-driven tools are

an integral part of clinical practice (3).

Several studies were performed to harness the potential of

Machine learning, and AI in PICU. The study conducted by Wang

et al. found that diagnostic biomarkers, namely angiopoietin-1,

angiopoietin-2, and bicarbonate, can effectively predict mortality in

pediatric patients suffering from severe sepsis when admitted to
Frontiers in Pediatrics 05
PICU (29). By employing Support Vector Machine (SVM)

technology, the research highlighted an indirect impact on clinical

decision support systems. Similarly, Kennedy et al. found that

developing and testing cardiac arrest prediction models improved

the prediction accuracy for pediatric patients at risk of disability

and death in the PICU. The use of SVM technology enabled the

prediction of morbidity and mortality, enhancing early diagnostic

capabilities and triage processes (30). A study found that a Crisis

Standards of Care triage allocation framework could assess the

necessity for mechanical ventilation, predict PICU length of stay,

and evaluate mortality risks in pediatric patients. Utilizing linear

regression for their analysis, the study provided insights into
frontiersin.org
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TABLE 3 Familiarity with using the internet and AI in PICU setup among
healthcare professionals.

Demographic and other variables Familiar with
artificial

intelligence

No Yes Total

Age of respondents
20–29 0.0% 13.8% 9.1%

30–39 60.0% 44.8% 50.0%

40–49 33.3% 27.6% 29.5%

50–59 6.7% 13.8% 11.4%

Gender
Female 33.3% 20.7% 25.0%

Male 66.7% 79.3% 75.0%

Profession
Doctor 33.3% 20.7% 25.0%

Nurse 60.0% 69.0% 65.9%

Clinician 6.7% 3.4% 4.5%

Technician 0.0% 3.4% 2.3%

Manager 0.0% 3.4% 2.3%

Professional experience (in years)
1–9 46.7% 41.4% 43.2%

10–19 40.0% 37.9% 38.6%

20 and above 13.3% 20.7% 18.2%

Professional practice
Government hospitals 66.7% 86.2% 79.5%

Other 26.7% 10.3% 15.9%

Private hospitals 6.7% 3.4% 4.5%

Familiar with the use of the internet
Very familiar 46.7% 55.2% 52.3%

Somewhat familiar 46.7% 37.9% 40.9%

Not familiar at all 6.7% 6.9% 6.8%
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optimizing resource allocation and improving patient outcomes,

achieving a Technology Readiness Level (TRL) of 7, which

indicates a robust application of artificial intelligence in this area

(31). Another study by Carlin et al. found that predicting

individual physiologically acceptable states during PICU discharge

offers valuable information regarding the total length of stay for

pediatric patients (20). The study utilized a recursive neural

network, thereby indirectly influencing care delivery and chronic

management, and achieved a TRL of 8, indicating advanced

applicability in clinical settings. Williams et al. found that analyzing

medical data could predict critical factors such as length of stay,

utilization of mechanical ventilation and inotropes, and mortality

risk in PICU patients (21). The application of k-means clustering

allowed for indirect contributions to clinical decision support, with

the study achieving a TRL of 7, reflecting its established

developmental status. Kim et al. established a model to predict all-

cause mortality in the PICU (32).

Therefore, the present study aimed to understand the perception

of healthcare providers regarding the utility of AI and the

implementation of AI in PICUs to improve the outcomes of the

patients. Implementing AI within PICU has elicited a spectrum of

responses from healthcare professionals, as revealed through a

detailed analysis of survey data. Respondents’ familiarity with AI

and Data Science showed significant differences, with a p-value of
Frontiers in Pediatrics 06
0.00, indicating a notable variation in the levels of familiarity

among the respondents, highlighting a significant variation in

familiarity levels among participants (Figure 1). This discrepancy

points to a potential gap in knowledge that may influence the

perception and acceptance of AI within clinical settings. It is

presumed that being a newer technology in the healthcare

industry AI has yet to gain popularity despite its importance. The

results of our study align with previous research (33–38). These

studies collectively underscore the increasing acknowledgment of

the potential of AI to enhance healthcare delivery and the

accompanying challenges related to its implementation. These

challenges encompass data privacy, ethical considerations, and the

necessity for robust regulatory frameworks.

Despite initial apprehensions, most participants preferred the

comprehensive or partial application of AI in managing patients

within the PICU environment. This strong agreement suggests an

optimistic view of the potential of AI to contribute positively to

the medical field. Similarly, awareness about the potential AI

applications in PICU varied significantly (p-value = 0.001),

indicating a diverse level of awareness and perhaps an

opportunity for educational initiatives to increase understanding

of AI capabilities. This strong consensus on the benefits of AI

aligns well with the ever-increasing interest of healthcare

practitioners in leveraging technology to improve healthcare

outcomes. Similar to our findings, a systematic review and meta-

analyses showed approximately 22% of the studies indicated

direct health improvements with AI, while others showcased AI’s

indirect outperformance of the traditional methods (39). Another

study highlighted emerging themes such as health services

management, predictive medicine, and clinical decision-making,

with significant contributions from the US, China, and the UK,

and the result indicated the role of AI in diagnosis, disease

prediction, and personalized treatment paths, underscoring areas

ripe for further exploration in data-intensive analysis and

knowledge management for AI projects in healthcare (40).

The study confirmed high trust in AI-based decision support

tools but revealed varied opinions on the effectiveness of AI in

analyzing pediatric-specific data within the PICU. Our study

found mixed opinions about AI’s effectiveness in analyzing

pediatric data in the PICU. Exploring the reasons behind this

perception could be insightful, as it may be influenced by factors

like complexity, dynamic patient interactions, and the significant

impact of experienced clinicians on outcomes in clinical settings.

Our study found widespread clinician support for early AI

implementation, alongside significant concerns over patient data

privacy and ethical issues (p < 0.001). There is strong consensus

on the necessity of robust governance to address regulatory and

trust challenges in pediatric intensive care settings, with high

expectations for AI’s rapid integration (p < 0.001).

On the other hand, a whopping 65% of the participants in our

study stated that certain tasks, such as routine data management

and record maintenance, could be delegated to AI (Figure 2).

Therefore, it is highly likely that most clinicians and other

healthcare providers would delegate AI to carry out routine

patient monitoring and explore AI’s agility and accuracy to

improve patient care in PICU. One of the advantages of AI is the
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FIGURE 2

Attitude of AI adoption in PICU care.
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increased storage of health information and the facilitation of

health data access, which is compatible with the use of AI to

assist the daily management of professional activity and with the

previously documented predisposition for delegating on AI the

systematization of the patient’s general symptomatology (41).

Preferences for AI application in routine vs. advanced diagnostic

tasks revealed notable significance (p-value = 0.050), suggesting a

nuanced view of how best to deploy AI technologies within

clinical workflows. The preference for AI-assisted monitoring

systems over traditional methods was strongly supported

(p-value = 0.000), alongside a recognition of AI’s importance in

improving PICU outcomes (p-value = 0.000). These viewpoints

underscore the anticipated positive impact of AI on patient

monitoring and overall care quality. A study suggests that AI can

be integrated into various areas such as patient administration,

clinical decision support, monitoring, and interventions to

facilitate its meaningful implementation within a health system (42).

In our study, we observed that nurses reported greater

familiarity with AI compared to other clinical professions. This

could be attributed to their frequent interaction with AI-driven
Frontiers in Pediatrics 07
monitoring systems, routine involvement in patient care

workflows, and exposure to training in advanced healthcare

technologies. In addition, nurses in PICUs frequently engage

directly with patient monitoring systems, many of which feature

AI-driven components such as predictive analytics, alarms, and

automated documentation tools. This hands-on experience may

enhance their awareness of AI applications in clinical

environments. Further, training and awareness programs were

regularly organized for each module, covering instrument

operations, recent advancements in healthcare technology,

automated workflows, and data management. Nurses participated

in these programs as part of their schedules, enhancing their

knowledge of the latest developments in the healthcare sector.

These findings highlight the diverse viewpoints of healthcare

professionals regarding the incorporation of AI in PICUs,

emphasizing both its potential advantages and the challenges

associated with its implementation. Despite initial concerns, there

was a strong consensus on the positive impact of AI in

enhancing patient care, particularly in routine tasks and

advanced diagnostics. However, significant concerns about data
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FIGURE 3

Perceptions of privacy risks, data leakage, ethical concerns, and trust issues related to AI in PICU.
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privacy and ethical considerations were evident, underscoring the

necessity for strong regulatory frameworks. Studies suggest

clinicians are prepared to embrace AI, provided these challenges

are effectively addressed. With the ongoing advancement of AI,

its thoughtful integration into healthcare systems holds the

promise of transforming pediatric critical care, improving patient

outcomes, and bolstering clinical efficiency.
Conclusion

The present study revealed that the healthcare practitioners

engaged in the PICU favored using AI for routine monitoring

of the patients. However, many also expressed reservations

about employing AI for diagnoses and advanced healthcare.

The healthcare sector acknowledges the potential of AI to

enhance patient outcomes significantly. Nonetheless, concerns

persist regarding data privacy, security breaches, and patient

confidentiality in the context of AI implementation. It is

crucial for all stakeholders, including policymakers,

governments, the healthcare industry, and patients, to address

these issues to ensure the proper and successful integration of

AI in the PICU.
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