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Generative models are becoming a tool of choice for exploring the molecular space. These
models learn on a large training dataset and produce novel molecular structures with
similar properties. Generated structures can be utilized for virtual screening or training
semi-supervized predictive models in the downstream tasks. While there are plenty of
generative models, it is unclear how to compare and rank them. In this work, we introduce
a benchmarking platform called Molecular Sets (MOSES) to standardize training and
comparison of molecular generative models. MOSES provides training and testing
datasets, and a set of metrics to evaluate the quality and diversity of generated
structures. We have implemented and compared several molecular generation models
and suggest to use our results as reference points for further advancements in generative
chemistry research. The platform and source code are available at https://github.com/
molecularsets/moses.

Keywords: generative models, drug discovery, deep learning, benchmark, distribution learning

INTRODUCTION

The discovery of new molecules for drugs and materials can bring enormous societal and technological
progress, potentially curing rare diseases and providing a pathway for personalized precision medicine
(Lee et al, 2018). However, complete exploration of the huge space of potential chemicals is
computationally intractable; it has been estimated that the number of pharmacologically-sensible
molecules is in the order of 10* to 103 compounds (Kirkpatrick and Ellis, 2004; Reymond, 2015).
Often, this search is constrained based on already discovered structures and desired qualities such as
solubility or toxicity. There have been many approaches to exploring the chemical space in silico and
in vitro, including high throughput screening, combinatorial libraries, and evolutionary algorithms (Hu
et al.,, 2009; Curtarolo et al., 2013; Pyzer-Knapp et al.,, 2015; Le and Winkler, 2016). Recent works
demonstrated that machine learning methods can produce new small molecules (Merk et al., 2018a;
Merk et al., 2018b; Polykovskiy et al., 2018b; Zhavoronkov et al., 2019a) and peptides (Grisoni et al.,
2018) showing biological activity.
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FIGURE 1 | Molecular Sets (MOSES) pipeline. The open-source library provides a dataset, baseline models, and evaluation metrics.

Over the last few years, advances in machine learning, and
especially in deep learning, have driven the design of new
computational systems for modeling increasingly complex
phenomena. One approach that has been proven fruitful for
modeling molecular data is deep generative models. Deep
generative models have found applications in a wide range of
settings, from generating synthetic images (Karras et al., 2018)
and natural language texts (Yu et al., 2017), to the applications in
biomedicine, including the design of DNA sequences (Killoran
etal., 2017), and aging research (Zhavoronkov et al., 2019b). One
important field of application for deep generative models lies in
the inverse design of drug compounds (Sanchez-Lengeling and
Aspuru-Guzik, 2018) for a given functionality (solubility, ease of
synthesis, toxicity). Deep learning also found other applications
in biomedicine (Mamoshina et al., 2016; Ching et al., 2018),
including target identification (Mamoshina et al, 2018),
antibacterial drug discovery (Ivanenkov et al., 2019), and drug
repurposing (Aliper et al., 2016; Vanhaelen et al., 2017).

Part of the success of deep learning in different fields has been
driven by ever-growing availability of large datasets and standard
benchmark sets. These sets serve as a common measuring stick
for newly developed models and optimization strategies (LeCun
etal, 1998; Deng et al., 2009). In the context of organic molecules,
MoleculeNet (Wu et al., 2018) was introduced as a standardized
benchmark suite for regression and classification tasks. Brown
et al. (2019) proposed to evaluate generative models on goal-
oriented and distribution learning tasks with a focus on the
former. We focus on standardizing metrics and data for the
distribution learning problem that we introduce below.

In this work, we provide a benchmark suite—Molecular Sets
(MOSES)—for molecular generation: a standardized dataset, data
preprocessing utilities, evaluation metrics, and molecular
generation models. We hope that our platform will serve as a
clear and unified testbed for current and future generative
models. We illustrate the main components of MOSES in
Figure 1.

Distribution Learning

In MOSES, we study distribution learning models. Formally,
given a set of training samples Xy = {x{,...,xy} from an
unknown distribution p(x), distribution learning models
approximate p(x) with some distribution g (x).

Distribution learning models are mainly used for building
virtual libraries (van Hilten et al., 2019) for computer-assisted
drug discovery. While imposing simple rule-based restrictions on
a virtual library (such as maximum or minimum weight) is
straightforward, it is unclear how to apply implicit or soft
restrictions on the library. For example, a medicinal chemist
might expect certain substructures to be more prevalent in
generated structures. Relying on a set of manually or
automatically selected compounds, distribution learning
models produce a larger dataset, preserving implicit rules from
the dataset. Another application of distribution learning models is
extending the training set for downstream semi-supervized
predictive tasks: one can add new unlabeled data by sampling
compounds from a generative model.

The quality of a distribution learning model is a deviation
measure between p(x) and q(x). The model can define a
probability mass function g(x) implicitly or explicitly. Explicit
models such as Hidden Markov Models, n-gram language
models, or normalizing flows (Dinh et al, 2017; Shi et al,
2019) can analytically compute g(x) and sample from it.
Implicit models, such as variational autoencoders, adversarial
autoencoders, or generative adversarial networks (Kadurin et al.,
2016; De Cao and Kipf, 2018; Gémez-Bombarelli et al., 2018) can
sample from g(x), but can not compute the exact values of the
probability mass function. To compare both kinds of models,
evaluation metrics considered in this paper depend only on
samples from g (x).

Molecular Representations
In this section, we discuss different approaches to representing a

molecule in a machine learning-friendly way (Figure 2): string
and graph representations.

String representations. Representing a molecular structure as
a string have been quickly adopted (Jaques et al., 2016; Guimaraes
et al,, 2017; Kadurin et al, 2017; Olivecrona et al., 2017; Yang
et al,, 2017; Kang and Cho, 2018; Popova et al., 2018; Putin et al,,
2018; Segler et al, 2018) for generative models due to the
abundance of sequence modeling tools such as recurrent
neural networks, attention mechanisms, and dilated
convolutions. Simplified molecular input line entry system
(SMILES) (Weininger, 1988) is the most widely used string
representation for generative machine learning models.
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FIGURE 2 | Different views on a vanillin molecule.

SMILES algorithm traverses a spanning tree of a molecular graph
in depth-first order and stores atom and edge tokens. SMILES
also uses special tokens for branching and edges not covered with
a spanning tree. Note that since a molecule can have multiple
spanning trees, different SMILES strings can represent a single
molecule. While there is a canonicalization procedure to uniquely
construct a SMILES string from a molecule (Weininger et al,
1989), ambiguity of SMILES can also serve as augmentation and
improve generative models (Arts-Pous et al., 2019).

DeepSMILES (O’Boyle and Dalke, 2018) was introduced as an
extension of SMILES that seeks to reduce invalid sequences by
altering syntax for branches and ring closures. Some methods try
to incorporate SMILES syntax into a network architecture to
increase the fraction of valid molecules (Kusner et al., 2017; Dai
et al., 2018). SELFIES (Krenn et al.,, 2019) defines a new syntax
based on a Chomsky type-2 grammar augmented with self-
referencing functions. International Chemical Identifier
(InChI) (Stein et al, 2003) is a more verbose string
representation which explicitly specifies a chemical formula,
atoms’ charges, hydrogens, and isotopes. However, Gomez-
Bombarelli et al. (2018) reported that InChl-based models
perform substantially worse than SMILES-based models in
generative modeling—presumably due to a more complex syntax.

Molecular graphs. Graph representations have long been used
in chemoinformatics for storing and processing molecular data.
In a molecular graph, each node corresponds to an atom and each
edge corresponds to a bond. Such graph can specify hydrogens
either explicitly or implicitly. In the latter case, the number of
hydrogens can be deduced from atoms’ valencies.

Classical machine learning methods mostly utilize molecular
descriptors extracted from such graphs. Deep learning models,
however, can learn from graphs directly with models such as
Graph Convolutional Networks (Duvenaud et al., 2015), Weave
Networks (Wu et al., 2018), and Message Passing Networks
(Gilmer et al., 2017). Molecular graph can also be represented
as adjacency matrix and node feature matrix; this approach has
been successfully employed in the MolGAN model (De Cao and
Kipf, 2018) for the QM9 dataset (Ramakrishnan et al., 2014).

Molecular Sets (MOSES)

Other approaches such as Junction Tree VAE (Jin et al., 2018)
process molecules in terms of their subgraphs.

Metrics

In this section, we propose a set of metrics to assess the quality of
generative models. The proposed metrics detect common issues
in generative models such as overfitting, imbalance of frequent
structures or mode collapse. Each metric depends on a generated
set G and a test (reference) set R. We compute all metrics (except
for validity) only for valid molecules from the generated set. We
suggest generating 30, 000 molecules and obtaining G as valid
molecules from this set.

Fraction of valid (Valid) and unique (Unique@k)
molecules report validity and uniqueness of the generated
SMILES strings. We define validity using RDKit’s molecular
structure parser that checks atoms’ valency and consistency of
bonds in aromatic rings. In the experiments, we compute
Unique@K and for the first K = 1,000 and K = 10,000 valid
molecules in the generated set. If the number of valid molecules
is less than K, we compute uniqueness on all valid molecules.
Validity measures how well the model captures explicit
chemical constraints such as proper valence. Uniqueness
checks that the model does not collapse to producing only a
few typical molecules.

Novelty is the fraction of the generated molecules that are not
present in the training set. Low novelty indicates overfitting.

Filters is the fraction of generated molecules that pass filters
applied during dataset construction (see Section 5). While the
generated molecules are often chemically valid, they may contain
unwanted fragments: when constructing the training dataset, we
removed molecules with such fragments and expect the models to
avoid producing them.

Fragment similarity (Frag) compares distributions of BRICS
fragments (Degen et al., 2008) in generated and reference sets.
Denoting ¢f (A) a number of times a substructure f appears in
molecules from set A, and a set of fragments that appear in either
G or R as F, the metric is defined as a cosine similarity:

Y [g(6) ¢ (B)]

feF

e [Ye®
f%:cf( ) f%?cf()

If molecules in both sets have similar fragments, Frag metric is
large. If some fragments are over- or underrepresented (or never
appear) in the generated set, the metric will be lower. Limits of
this metric are [0,1].

Scaffold similarity (Scaff) is similar to fragment similarity
metric, but instead of fragments we compare frequencies of
Bemis-Murcko scaffolds (Bemis and Murcko, 1996).
Bemis-Murcko scaffold contains all molecule’s ring structures
and linker fragments connecting rings. We use RDKit
implementation of this algorithm which additionally considers
carbonyl groups attached to rings as part of a scaffold. Denoting
¢s (A) a number of times a scaffold s appears in molecules from set
A, and a set of fragments that appear in either G or R as S, the
metric is defined as a cosine similarity:

Frag (G, R) = (1)
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The purpose of this metric is to show how similar are the
scaffolds present in generated and reference datasets. For
example, if the model rarely produces a certain chemotype
from a reference set, the metric will be low. Limits of this
metric are [0,1].

Note that both fragment and scaffold similarities compare
molecules at a substructure level. Hence, it is possible to have a
similarity one even when G and R contain different molecules.

Similarity to a nearest neighbor (SNN) is an average
Tanimoto similarity T(mg mg) (also known as the Jaccard
index) between fingerprints of a molecule mg from the
generated set G and its nearest neighbor molecule my in the
reference dataset R:

1
SNN(G,R) = ﬁméGrmnkgT(mg, mg), (3)

In this work, we used standard Morgan (extended
connectivity) fingerprints (Rogers and Hahn, 2010) with
radius 2 and 1024 bits computed using RDKit library
(Landrum, 2006). The resulting similarity metric can be
interpreted as precision: if generated molecules are far from
the manifold of the reference set, similarity to the nearest
neighbor will be low. Limits of this metric are [0,1].

Internal diversity (IntDiv,) (Benhenda, 2017) assesses the
chemical diversity within the generated set of molecules G.

1
IntDiv, (G) = 1 - <j—

TR Y T(my,my). )

my,myeG

This metric detects a common failure case of generative
models—mode collapse. With mode collapse, the model
produces a limited variety of samples, ignoring some areas of
the chemical space. A higher value of this metric corresponds to
higher diversity in the generated set. In the experiments, we
report IntDiv; (G) and IntDiv, (G). Limits of this metric
are [0,1].

Fréchet ChemNet Distance (FCD) (Preuer et al.,, 2018) is
calculated using activations of the penultimate layer of a deep
neural network ChemNet trained to predict biological activities
of drugs. We compute activations for canonical SMILES
representations of molecules. These activations capture both
chemical and biological properties of the compounds. For two
sets of molecules G and R, FCD is defined as

FCD(G,R) = |lug — " + Tr[Z6 + T - 2(Z6%0)™?]  (5)

where g, ug are mean vectors and =g, = are full covariance
matrices of activations for molecules from sets G and R
respectively. FCD correlates with other metrics. For
example, if the generated structures are not diverse enough
(low IntDiv,) or the model produces too many duplicates (low
uniqueness), FCD will decrease, since the variance is smaller.
We suggest using FCD for hyperparameter tuning and final

Molecular Sets (MOSES)

model selection. Values of this metric are non-negative, lower
is better.

Properties distribution is a useful tool for visually assessing
the generated structures. To quantitatively compare the
distributions in the generated and test sets, we compute a 1D
Wasserstein-1 distance between property distributions of
generated and test sets. We also visualize a kernel density
estimation of these distributions in the Experiments section.
We use the following four properties:

e Molecular weight (MW): the sum of atomic weights in a
molecule. By plotting histograms of molecular weight for
the generated and test sets, one can judge if a generated set is
biased toward lighter or heavier molecules.

e LogP: the octanol-water partition coefficient, a ratio of a
chemical’s concentration in the octanol phase to its
concentration in the aqueous phase of a two-phase
octanol/water system; computed with RDKit’s Crippen
(Wildman and Crippen, 1999) estimation.

o Synthetic Accessibility Score (SA): a heuristic estimate of how
hard (10) or how easy (1) it is to synthesize a given molecule.
SA score is based on a combination of the molecule’s
fragments contributions (Ertl and Schuffenhauer, 2009).
Note that SA score does not adequately assess up-to-date
chemical structures, but it is useful for assessing distribution
learning models.

¢ Quantitative Estimation of Drug-likeness (QED): a [0,1]
value estimating how likely a molecule is a viable candidate
for a drug. QED is meant to capture the abstract notion of
esthetics in medicinal chemistry (Bickerton et al., 2012).
Similar to SA, descriptor limits in QED have been changing
during the last decade and current limits may not cover
latest drugs (Shultz, 2018).

DATASET

The proposed dataset used for training and testing is based on the
ZINC Clean Leads (Sterling and Irwin, 2015) collection which
contains 4, 591, 276 molecules with molecular weight in the range
from 250 to 350 Da, a number of rotatable bonds not greater than
7, and XlogP (Wang et al., 1997) not greater then 3.5. Clean-leads
dataset consists of structures suitable for identifying hit
compounds and they are small enough to allow for further
ADMET optimization of generated molecules (Teague et al,
1999). We removed molecules containing charged atoms,
atoms besides C, N, S, O, F, Cl, Br, H, or cycles larger than
eight atoms. The molecules were filtered via custom medicinal
chemistry filters (MCFs) and PAINS filters (Baell and Holloway,
2010). We describe MCFs and discuss PAINS in Supplementary
Information 1. We removed charged molecules to avoid
ambiguity with tautomers and pH conditions. Note that in the
initial set of molecules, functional groups were present in both
ionized and unionized forms.

The final dataset contains molecules, with internal diversity
IntDiv; = 0.857; it contains 448,854 unique Bemis-Murcko
(Bemis and Murcko, 1996) scaffolds and 58,315 unique BRICS
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FIGURE 3 | Examples of molecules from MOSES dataset.
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(Degen et al., 2008) fragments. We show example molecules in
Figure 3 and a representative diverse subset in Supplementary
Information 2. We provide recommended split into three non-
intersecting parts: train (1,584,664 molecules), test (176,075
molecules) and scaffold test (176, 226 molecules). The scaffold
test set has all molecules containing a Bemis-Murcko scaffold
from a random subset of scaffolds. Hence, scaffolds from the
scaffold test set differ from scaffolds in both train and test sets.
We use scaffold test split to assess whether a model can
produce novel scaffolds absent in the training set. The test
set is a random subset of the remaining molecules in the
dataset.

BASELINES

We implemented several models that cover different approaches
to molecular generation, such as character-level recurrent neural
networks (CharRNN) (Preuer et al.,, 2018; Segler et al., 2018),
Variational Autoencoders (VAE) (Kadurin et al., 2016; Blaschke
et al., 2018; Gomez-Bombarelli et al, 2018), Adversarial
Autoencoders (AAE) (Kadurin et al., 2016; Polykovskiy et al.,
2018b), Junction Tree Variational Autoencoders (JTN-VAE) (Jin
etal, 2018), LatentGAN (Prykhodko et al., 2019), and non-neural
baselines.

Model comparison can be challenging since different training
parameters (number of epochs, batch size, learning rate, initial
state, optimizer) and architecture hyperparameters (hidden layer
dimension, number of layers, etc.) can significantly alter their
performance. For each model, we attempted to preserve its
original architecture as published and tuned the
hyperparameters to improve the performance. We used
random search over multiple architectures for every model
and selected the architecture that produced the best value of
FCD. Models are implemented in Python 3 utilizing PyTorch
(Paszke et al., 2017) framework. Please refer to the Supplementary
Information three for the training details and hyperparameters.

Character-level recurrent neural network (CharRNN)
(Segler et al., 2018) models a distribution over the next token
given previously generated ones. We train this model by
maximizing log-likelihood of the training data represented as
SMILES strings.

Variational autoencoder (VAE) (Kingma and Welling, 2013)
consists of two neural networks—an encoder and a decoder—that
infer a mapping from high-dimensional data representation onto
a lower-dimensional space and back. The lower-dimensional
space is called the latent space, which is often a continuous
vector space with normal prior distribution. VAE parameters are
optimized to encode and decode data by minimizing
reconstruction loss and regularization term in a form of
Kullback-Leibler divergence. VAE-based architecture for the
molecular generation was studied in multiple previous works
(Kadurin et al. 2016; Blaschke et al. 2018; Gomez-Bombarelli et al.
2018). We combine aspects from these implementations and use
SMILES as input and output representations.

Adversarial Autoencoder (AAE) (Makhzani et al.,, 2016) replaces
the Kullback-Leibler divergence from VAE with an adversarial
objective. An auxiliary discriminator network is trained to
distinguish samples from a prior distribution and model’s latent
codes. The encoder then adapts its latent codes to minimize
discriminator’s predictive accuracy. The training process oscillates
between training the encoder-decoder pair and the discriminator.
Unlike Kullback-Leibler divergence that has a closed-form analytical
solution only for a handful of distributions, a discriminator can be
used for any prior distribution. AAE-based models for molecular
design were studied in (Kadurin et al, 2016; Kadurin et al., 2017;
Polykovskiy et al., 2018b). Similar to VAE, we use SMILES as input
and output representations.

TABLE 1 | Performance metrics for baseline models: fraction of valid molecules,
fraction of unique molecules from and molecules.

Model Valid (1) Unique@1k (1) Unique@10k (1)
Train 1.0 1.0 1.0

HMM 0.076 + 0.0322 0.623 + 0.1224 0.5671 + 0.1424
NGram 0.2376 + 0.0025 0.974 + 0.0108 0.9217 + 0.0019
Combinatorial 1.0 £ 0.0 0.9983 + 0.0015 0.9909 + 0.0009
CharRNN 0.975 + 0.026 1.0 + 0.0 0.999 + 0.0
VAE 0.977 + 0.001 1.0 + 0.0 0.998 + 0.001
AAE 0.937 + 0.034 1.0 + 0.0 0.997 + 0.002
JTN-VAE 1.0 + 0.0 1.0 + 0.0 0.9996 +0.0003
LatentGAN 0.897 + 0.002 1.0 + 0.0 0.997 + 0.005

Reported (mean + SD) over three independent model initializations.
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TABLE 2 | Performance metrics for baseline models: fraction of molecules passing filters (MCF, PAINS,
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ring sizes, charge, atom types), novelty, and internal diversity.

Model Filters (7) Novelty (1) IntDiv, IntDiv,
Train 1.0 0.0 0.857 0.851
HMM 0.9024 + 0.0489 0.9994 + 0.001 0.8466 + 0.0403 0.8104 + 0.0507
NGram 0.9582 + 0.001 0.9694 + 0.001 0.8738 + 0.0002 0.8644 + 0.0002
Combinatorial 0.9557 + 0.0018 0.9878 + 0.0008 0.8732 + 0.0002 0.8666 + 0.0002
CharRNN 0.994 + 0.003 0.842 + 0.051 0.856 + 0.0 0.85 + 0.0
VAE 0.997 + 0.0 0.695 + 0.007 0.856 + 0.0 0.85 + 0.0
AAE 0.996 + 0.001 0.793 + 0.028 0.856 + 0.003 0.85 + 0.003
JTN-VAE 0.976 + 0.0016 0.9143 + 0.0058 0.8551 + 0.0034 0.8493 + 0.0035
LatentGAN 0.973 + 0.001 0.949 + 0.001 0.857 + 0.0 0.85 + 0.0
Reported (mean + SD) over three independent model initializations.
TABLE 3 | Performance metrics for baseline models: Fréchet ChemNet Distance (FCD) and Similarity to a nearest neighbor (SNN).
Model FCD (|) SNN (1)

Test TestSF Test TestSF
Train 0.008 0.476 0.642 0.586
HMM 24.4661 + 2.5251 25.4312 + 2.5599 0.3876 + 0.0107 0.3795 + 0.0107
NGram 5.5069 + 0.1027 6.2306 + 0.0966 0.5209 + 0.001 0.4997 + 0.0005
Combinatorial 4.2375 + 0.037 45113 + 0.0274 0.4514 + 0.0003 0.4388 + 0.0002
CharRNN 0.073 + 0.025 0.52 + 0.038 0.601 + 0.021 0.565 + 0.014
VAE 0.099 + 0.013 0.567 + 0.034 0.626 + 0.0 0.578 + 0.001
AAE 0.556 + 0.203 1.057 + 0.237 0.608 + 0.004 0.568 + 0.005
JTN-VAE 0.3954 + 0.0234 0.9382 + 0.0531 0.5477 + 0.0076 0.5194 + 0.007
LatentGAN 0.296 + 0.021 0.824 + 0.030 0.538 + 0.001 0.514 + 0.009
Reported (mean + SD) over three independent model initializations. Results for random test set (Test) and scaffold split test set (TestSF).
TABLE 4 | Fragment similarity (Frag), Scaffold similarity (Scaff).
Model Frag (1) Scaf (])

Test TestSF Test TestSF
Train 1.0 0.999 0.991 0.0
HMM 0.5754 + 0.1224 0.5681 + 0.1218 0.2065 + 0.0481 0.049 + 0.018
NGram 0.9846 + 0.0012 0.9815 + 0.0012 0.5302 + 0.0163 0.0977 + 0.0142
Combinatorial 0.9912 + 0.0004 0.9904 + 0.0003 0.4445 + 0.0056 0.0865 + 0.0027
CharBRNN 1.0 £ 0.0 0.998 + 0.0 0.924 + 0.006 0.11 + 0.008
VAE 0.999 + 0.0 0.998 + 0.0 0.939 + 0.002 0.059 + 0.01
AAE 0.991 + 0.005 0.99 + 0.004 0.902 + 0.037 0.079 + 0.009
JTN-VAE 0.9965 + 0.0003 0.9947 + 0.0002 0.8964 + 0.0039 0.1009 + 0.0105
LatentGAN 0.999 + 0.003 0.998 + 0.003 0.886 + 0.015 0.1 + 0.006

Reported (mean + SD) over three independent model initializations. Results for random test set (Test) and scaffold split test set (TestSF).

Junction Tree VAE (JTN-VAE) (Jin et al, 2018) generates
molecules in two phases by exploiting valid subgraphs as
components. In the first phase, it generates a tree-structured
object (a junction tree) whose role is to represent the scaffold of
subgraph components and their coarse relative arrangements.
The components are valid chemical substructures automatically
extracted from the training set. In the second phase, the
subgraphs (nodes of the tree) are assembled together into a
coherent molecular graph.

Latent Vector Based Generative Adversarial Network
(LatentGAN) (Prykhodko et al, 2019) combines an
autoencoder and a generative adversarial network. LatentGAN

pretrains an autoencoder to map SMILES structures onto latent
vectors. A generative adversarial network is then trained to
produce latent vectors for the pre-trained decoder.

Non-neural baselines implemented in MOSES are n-gram
generative model, Hidden Markov Model (HMM), and a
combinatorial generator. N-gram model collects statistics of
n-grams frequencies in the training set and uses such
distribution to sequentially sample new strings. Hidden
Markov models utilize Baum-Welch algorithm to learn a
probabilistic distribution over the SMILES strings. The
model consists of several states (sj,...,Sx), transition
probabilities between states p(s;,;|s;), and token emission
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FIGURE 4 | Distribution of chemical properties for MOSES dataset and sets of generated molecules. In brackets—Wasserstein-1 distance to MOSES test set.
Parameters: molecular weight, octanol-water partition coefficient (logP), quantitative estimation of drug-likeness (QED) and synthetic accessibility score (SA).

probabilities p(x;|s;). Beginning from a “start” state, at each
iteration the model samples a next token and state from
emission and transition probabilities correspondingly. A
combinatorial generator splits molecular graphs of the
training data into BRICS fragments and generates new
molecules by randomly connecting random substructures.
We sample fragments according to their frequencies in the
training set to model the distribution better.

PLATFORM

The dataset, metrics and baseline models are provided in a
GitHub repository https://github.com/molecularsets/moses
and as a PyPI package molsets. To contribute a new model,
one should train a model on MOSES train set, generate 30,
000 samples and compute metrics using the provided
utilities. We recommend running the experiment at least
three times with different random seeds to estimate
sensitivity of the model to random parameter
initialization. We store molecular structures in SMILES
format; molecular graphs can be reconstructed using
RDKit (Landrum, 2006).

RESULTS

We trained the baseline models on MOSES train set and provide
results in this section. In Table 1 we compare models with respect
to the validity and uniqueness metrics. Hidden Markov Model
and NGram models fail to produce valid molecules since they
have a limited context. Combinatorial generator and JTN-VAE
have built-in validity constraints, so their validity is 100%.

Table 2 reports additional properties of the generated set:
fraction of molecules passing filters, fraction of molecules not
present in the training set, and internal diversity. All modules
successfully avoid forbidden structures (MCF and PAINS) even
though such restrictions were only defined implicitly—using a
training dataset. Combinatorial generator has higher diversity
than the training dataset, which might be favorable for
discovering new chemical structures. Autoencoder-based
models show low novelty, indicating that these models overfit
to the training set.

Table 3 reports Fréchet ChemNet Distance (FCD) and
similarity to a nearest neighbor (SNN). All neural network-
based models show low FCD, indicating that the models
successfully captured the statistics of the dataset. Surprisingly, a
simple language model, character level RNN, shows the best results
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in terms of the FCD measure. Variational autoencoder (VAE)
showed the best results in terms of SNN, but combined with low
novelty we suppose that the model overfitted on the training set.

In Table 4 we report similarities of substructure
distributions—fragments and scaffolds. Scaffold similarity from
the training set to the scaffold test set (TestSF) is zero by design.
Note that CharRNN successfully discovered many novel scaffolds
(11%), suggesting that the model generalizes well.

Finally, we compared distributions of four molecular
properties in generated and test sets (Figure 4): molecular
weight (MW), octanol-water partition coefficient (logP),
quantitative estimation of drug-likeness (QED), and synthetic
accessibility score (SA). Deep generative models closely match the
data distribution; hidden Markov Model is biased toward lighter
molecules, which is consistent with low validity: larger molecules
impose more validity constraints. A combinatorial generator has
higher variance in molecular weight, producing larger and
smaller molecules than those present in the training set.

DISCUSSION

From a wide range of presented models, CharRNN currently
performs the best in terms of the key metrics. Specifically, it
produces the best FCD, Fragment, and Scaffold scores, indicating
that the model not only captured the training distribution well,
but also did not overfit on the training set.

The presented set of metrics assesses models’ performance
from different perspectives; therefore, for each specific
downstream task, one could consider the most relevant metric.
For example, evaluation based on Scaf/TestSF score could be
relevant when model’s objective is to discover novel scaffolds. For
a general evaluation, we suggest using FCD/Test metric that
captures multiple aspects of other metrics in a single number.
However, it does not give insights into specific issues that cause
high FCD/Test values, hence more interpretable metrics
presented in this paper are necessary to investigate the model’s
performance thoroughly.

CONCLUSION

With MOSES, we have designed a molecular generation
benchmark platform that provides a dataset with molecular
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