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IDH wild-type glioblastoma (GBM) intrinsic subtypes have been linked to different
molecular landscapes and outcomes. Accurate prediction of molecular subtypes
of GBM is very important to guide clinical diagnosis and treatment. Leveraging
machine learning technology to improve the subtype classification was
considered a robust strategy. Several single machine learning models have
been developed to predict survival or stratify patients. An ensemble learning
strategy combines several basic learners to boost model performance. However,
it still lacked a robust stacking ensemble learning model with high accuracy in
clinical practice. Here, we developed a novel integrative stacking ensemble
model framework (ecGBMsub) for improving IDH wild-type GBM molecular
subtype classification. In the framework, nine single models with the best
hyperparameters were fitted based on extrachromosomal circular DNA
(eccDNA) molecular profiling. Then, the top five optimal single models were
selected as base models. By randomly combining the five optimal base models,
26 different combinations were finally generated. Nine different meta-models
with the best hyperparameters were fitted based on the prediction results of
26 different combinations, resulting in 234 different stacked ensemble models. All
models in ecGBMsub were comprehensively evaluated and compared. Finally,
the stacking ensemble model named “XGBoost.Enet-stacking-Enet” was chosen
as the optimal model in the ecGBMsub framework. A user-friendly web tool was
developed to facilitate accessibility to the XGBoost.Enet-stacking-Enet models
(https://lizesheng20190820.shinyapps.io/ecGBMsub/).

brain tumor, IDH wild-type glioblastoma, eccDNA, machine learning, ensemble model,
molecular subtype
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1 Introduction

Glioblastoma (GBM) is a type of notorious intracranial tumor
with low survival rates and high heterogeneity and recurrence rates.
The standard treatment strategy involves surgery, radiation, and
chemotherapy. While standard treatment can effectively alleviate
symptoms, the overall survival of patients remains unsatisfactory
(Lu et al., 2022; Schaff and Mellinghoff, 2023). In past decades, high-
throughput omics data revealed heterogeneous genetic/genomic/
epigenetic landscapes and prompted individual therapies based on
molecular subtypes. In 2010, Verhaak et al. identified four GBM
subtypes, including classical (CL), mesenchymal (MES), neural
(NE), and proneural (PN) (Verhaak et al, 2010). Because PN
contributes to a more favorable outcome while the MES subtype
relates to dismal survival, numerous studies have focused on them
(Yan et al,, 2022; Qiu et al., 2023). However, the above-mentioned
finding might be largely attributed to the favorable outcome of IDH
mutant GBMs, which are consistently classified as PN. According to
the fifth edition of the WHO Classification of Tumors of the Central
Nervous System (WHO CNS5), the definition of GBM was
augmented with genetic modifiers (e.g., GBM and IDH-wildtype)
(Louis et al., 2021). In 2017, Wang et al. defined three IDH wild-type
GBM subtypes based on the gene expression profile, including CL,
MES, and PN, which are tightly related to the tumor immune
environment (Wang et al, 2017). Their findings might aid in
precision immunotherapy medicine. However, two potential
issues need to be further improved. First, most clinicians are not
familiar with the analysis of sequence data, which prevents them
from calculating the patient’s molecular subtype based on gene
expression information. Second, extrachromosomal genetic
elements play a key role in regulating gene expression, but their
roles in the identification of molecular subtypes have not been fully
considered.

Extrachromosomal circular DNA (eccDNA) plays diverse roles
in healthy bioprocesses and cancer progression. EccDNAs are
mostly shorter than 1kb. In contrast, a special subtype of
eccDNA is named extrachromosomal DNA (ecDNA) and is
much larger (50kb-5Mb) (Yi et al, 2022). Although ecDNAs
play an important role in cancer, the larger size makes it
challenging for enrichment and identification, setting up a barrier
for research. Compared with ecDNAs, eccDNAs with smaller sizes
exhibit more promise serving as biomarkers. A previous study
reported that eccDNAs in maternal plasma represent prospective
circulating nucleic acid biomarkers to improve early diagnosis and
management (Sin et al., 2020; Sin et al., 2021). Here, we adapt the
Circle-seq to specifically enrich extrachromosomal circular DNA
from GBM tumor tissues and adjacent non-tumor tissues. Circle-seq
can effectively capture eccDNAs, although it is challenging to
capture megabase-sized ecDNAs.

Leveraging machine learning to decode the underlying links in
multi-omics biological data has been popular (Sin et al, 2021;
Greener et al, 2022). Machine learning is a robust tool for
tackling challenging data (Greener et al, 2022). Stacking
ensemble is a strategy that combines the predictions of multiple
base models to create an ensemble model with more robust
performance. Here, we developed “ecGBMsub,” a stacking
ensemble framework based on eccDNA molecular profiling,
which may provide a convenient tool for clinicians to identify
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the IDH wild-type GBM subtypes and reveal the underlying links
between GBM subtype evaluation and eccDNA biology.

We used nine machine learning algorithms to fit base models on
the training set. Then, the five optimal base models on cross-
validation (CV) were selected to create the stacking ensemble
framework, ecGBMsub. The optimal stacking ensemble model,
named XGBoost.Enet-stacking-Enet, exhibited
performance in the prediction of all IDH wild-type GBM
molecular subtypes. We conducted a model interpretability
analysis using SHAP to understand the decision-making process.
Finally, we developed a web tool and deployed the machine learning

robust

model on the web tool. Our studies might help clinicians predict
molecular subtypes in patients with IDH wild-type GBM.

2 Materials and methods
2.1 Sample acquisition and diagnosis

GBM tumors and adjacent tissues (three pairs) were collected
from First Affiliated Hospital of Zhengzhou University. Following
WHO CNS5 standards, the initial histopathological diagnosis is
conducted at the institution that collects the tissue. To ensure
consistency across samples, in-house neuropathologists reviewed
the initial diagnosis. This study was approved by the hospital’s
institutional review board, and written informed consent was
obtained from all patients. The clinical data for the samples are
listed in Supplementary Table SI.

2.2 Circle-seq and data analysis

Circle-seq analysis based on clinical samples was performed
by CloudSeq Biotech Inc. (Shanghai, China). The detailed
procedure was previously reported (Moller et al., 2015; Moller
et al., 2018). The edgeR (v0.6.9) software was used to normalize
and calculate fold changes and p-values between two groups/
samples to screen differentially expressed eccDNAs. Gene
annotation of differential eccDNAs was performed using
bedtools software (v2.27.1).

2.3 Data collection criteria and preprocess

The inclusion criteria for datasets were 1) that they contained
IDH wild-type GBM and 2) that they contained classical,
mesenchymal, and proneural molecular subtype information.
Three datasets met the criteria and were enrolled in this study.
The number of IDH wild-type GBM samples in these cohorts was as
follows: TCGA-GBM (n = 114), CGGA301 (n = 89), and G-SAM
(n = 283). The TCGA-GBM RNA-seq raw count was downloaded
from the TCGA portal (https://portal.gdc.cancer.gov/) and
converted to transcripts per kilobase million (TPM), followed by
log-2 transformation. The G-SAM dataset was accessed from the
European Genome Phenome Archive (EGA; EGAD00001007860)
(Draaisma et al, 2020; Hoogstrate et al, 2023). The
CGGA301 dataset was accessed from the Chinese Glioma
Genome Atlas (CGGA, http://www.cgga.org.cn/) (Zhao et al,
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FIGURE 1
The workflow of this study.
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2021). The ComBat algorithm was utilized to remove batch effects
from nonbiological technical biases between different cohorts
(Supplementary Figure S1). Somatic mutation and copy number
segment data were downloaded from cBioPortal (https://www.
cbioportal.org/)  and (http://firebrowse.org/),
respectively. TCGA was set as the training set, while the others
(CGGA301 and G-SAM) were used for independent test datasets.

FireBrowse
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2.4 Molecular landscape analysis

The immune signatures were obtained from previous studies (Lu
etal., 2021). The R package “GSVA” was used to calculate the score
of immune signature gene sets in each sample. The R package “RTN”
was used to construct transcriptional regulatory networks
(regulons). The activities of regulons (transcription factors) that
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were associated with GBM progression and the regulators that were
relevant to cancerous histone modification were calculated.
Specifically, the transcriptome expression profile was analyzed
using mutual information analysis and Spearman rank-order
correlation to determine the potential associations between
regulators and potential targets. Permutation analysis was applied
to eliminate associations with an FDR >0.00001. Unstable
associations were removed through a bootstrapping strategy of
1,000 resamplings with a consensus bootstrap greater than 95%.
The weakest associations in the triangles of two regulators and
common targets were removed. A two-sided GSEA was used to
estimate the activity of each regulon.

2.5 Framework of ecGBMsub

Numerous studies have demonstrated that ensemble models
might exhibit higher performance under certain situations than
single models. Unlike other ensemble strategies, such as bagging and
boosting, a stacking strategy creates a hybrid model by combining
the strengths of different predictive models. The workflow of
ecGBMsub development includes the fit, evaluation, and selection
of base models, the generation of new feature vectors, the selection of
meta-models with an enumeration method, and the selection of the
optimal model by comprehensive evaluation. The workflow of this
study is shown in Figure 1.

2.5.1 Base model construction

Nine machine learning algorithms, including multinomial
logistic regression, decision tree (DT), random forest (RF),
extreme gradient boosting (XGBoost), multilayer perceptron
(MLP), elastic net (Enet), support vector machine (SVM), light
gradient boosting machine (LightGBM) and K-nearest neighbor
(KNN), were performed to fit models based on 5-fold CV on the
training cohort.

2.5.2 Evaluation and selection of base models

Base learner accuracy and diversity were vital to the
performance of the ensemble model. A comprehensive evaluation
involving multiple metrics was performed. We used accuracy,
balanced accuracy, Fl-score, NPV, PPV, PR-AUC, precision,
recall, ROC-AUC, sensitivity, and specificity in CV as statistics to
ensure the robustness of base models. Finally, SVM, Enet, KNN,
XGBoost, and RF were determined to be the best-performing
base models.

2.5.3 New feature vector generation

The new feature vector was created using predicted probabilities
(PPs) of five optimal base models. The new feature vector was
defined as [PPs(SVM), PPs(Enet), PPs(KNN), PPs(XGBoost),
PPs(RF)]”, where PPs i) is the PPs based on the optimal base model i.

2.5.4 Meta-model selection with
enumeration method

Nine machine learning algorithms, including multinomial
logistic regression, DT, RF, XGBoost, MLP, Enet, SVM,
LightGBM, and KNN, were used as meta-models. In the
enumeration framework, the five base models were randomly

Frontiers in Pharmacology

10.3389/fphar.2024.1375112

combined to generate 26 different combinations, and then nine
algorithms were used to build a meta-model, resulting in
234 stacking models. In total, 243 types of models, including
234 stacking ensemble models and nine base models, were
created in the ecGBMsub framework.

2.5.5 Selection of optimal model by
comprehensive evaluation

The performance of all models in ecGBMsub was evaluated and
compared using 11 standard performance metrics for the
classification problem: accuracy, balanced accuracy, Fl-score,
NPV, PPV, precision, recall, PR-AUC, ROC-AUC, sensitivity,
Finally, the
XGBoost.Enet-stacking-Enet, was chosen as the optimal model in
the ecGBMsub framework. XGBoost.Enet-stacking-Enet refers to a
two-layer stacking model, of which the optimal XGBoost and Enet

and  specificity. stacking model, named

models are the base learner, and the Enet model is the meta-learner.

2.5.6 Hyperparameter settings

The base model employs 5-fold cross-validation along with
Bayesian optimization to improve its performance. The stacking
ensemble model leverages bootstrap resampling in combination
The
hyperparameter tuning metrics were set as balanced accuracy.

with Bayesian optimization to enhance performance.
During Bayesian optimization, the maximum number of
iterations is set to 50. If there is no performance improvement
within 10 consecutive iterations, the process is terminated early. The
bootstrap resampling times are set to 10. The hyperparameter tuning
process is shown in Supplementary Figure S2.

2.6 Statistical analysis

The statistical tests were conducted by R4.2.2, including the
Kruskal-Wallis test for comparisons among multiple groups of
continuous variables, Fisher’s exact test for categorical data, and
the log-rank test for Kaplan-Meier curves. For unadjusted
comparisons, statistical significance was defined as p < 0.05.

3 Results

3.1 Prognostic landscape of IDH wild-type
GBM subtypes

Most of the patients in the G-SAM database received standard
treatment, while the treatment approaches of patients in the TCGA
group were diverse. Therefore, the G-SAM database was selected for
the survival analysis. To standardize the survival analysis candidates,
the patients were filtered according to the following criteria: 1) IDH
wild-type; 2) underwent temozolomide chemotherapy combined
with radiotherapy after surgical resection. Patients meeting both
260). The
mesenchymal subtype in the G-SAM cohort had the most

criteria were retained for survival analysis (n =

unfavorable overall survival (OS), progression-free survival (PFS),
and post-relapse treatment survival (RTS) of all the subtypes (all
pairwise comparisons, p = 0.004; p = 0.02; p < 0.001, Figures 2A-C).
RTS refers to the survival time after the patient’s tumor recurred and
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received treatment. Thus, different subtypes imply different
prognostic landscapes, which emphasizes the importance of
accurate prediction of subtypes.

3.2 Molecular landscape of IDH wild-type
GBM subtypes

As cancer immunity plays a pivotal role in tumor progression,
we hypothesized that the tumor immune microenvironment
(TIME) of the mesenchymal subtype may be different from that
of the other subtypes. Thus, the immune cell infiltration status was
investigated in two cohorts (TCGA and G-SAM). Specifically, we
quantified the infiltration levels of 24 microenvironment cell types
and the expression of immune checkpoints in IDH wild-type GBM
samples. In the TCGA and G-SAM cohorts, the analysis of immune
signature expression levels suggested that immunocyte infiltration
was dramatically higher in the mesenchymal subtype (Figure 3A;
Supplementary Figure S3A). Compared to the other subtypes, the
mesenchymal subtype exhibited a relatively higher expression of
checkpoints that represent potential targets for immunotherapy (Lu
et al,, 2021), including CD247 (CD3), CTLA4 (CDI152), IDOI, IL10,
PDCDI, PDCDILG2 (PDL2), and TNFRSF9 (CD137) in the TCGA
cohort and CD247 (CD3), CD274 (PDL1), CD276, CTLA4 (CD152),
IDO1, IL10, PDCDI (PDI1), PDCDILG2 (PDL2), and TNFRSF9
(CD137) in the G-SAM cohort (Supplementary Figure S3B).
Additionally, the mesenchymal subtype exhibited higher immune
and stromal scores (Figure 3A; Supplementary Figure S3C), which
confirms the feasibility of microenvironment-targeted therapy for
patients with the mesenchymal subtype.

To further explore the epigenetic landscape of IDH wild-type
GBM, we analyzed GBM-specific regulon activity and potential
regulators relevant to cancerous histone modification (Li et al,
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2016; Sharpe and Baskin, 2016; Luedi et al., 2018; Chen et al.,
2019; Yang et al., 2021; Tsai et al., 2022; Yuan et al., 2022; Dai et al.,
2023; Kosti et al., 2023; Mao et al., 2023; Yao and Wang, 2023).
Surprisingly, the regulon activity was tightly associated with IDH
wild-type GBM subtypes. The patterns of regulon activity were
different in three subtypes. The mesenchymal subtype exhibits high
activity of POU2F2, SPP1, CEBPD, and CEBPB, while the classical
subtype was distinctly associated with high activity of POU3F2 and
TCF3 (Figure 3B). The regulation activity patterns associated with
histone modification among the three subtypes were also different,
emphasizing that epigenetic networks might play a pivotal role in
defining these molecular subtypes. Compared with classical and
proneural subtypes, the mesenchymal subtype exhibited lower
cancerous histone modification activity in the TCGA cohort
(Figure 3B). Therefore, epigenetic regulation of the mesenchymal
subtype may be primarily influenced by transcription factor activity
rather than chromatin accessibility.

To investigate the genomic heterogeneity of three IDH wild-type
GBM subtypes further, the genomic alteration landscape was
systematically characterized in the TCGA cohort (Figure 4A).
There was no significant difference in tumor mutation burden
(TMB) among subtypes (p = 0.14, Figure 4B). The fraction
genome altered (FGA) and fraction genome gain/loss (FGG/FGL)
among the three subtypes did not show differences (Figure 4C).

Notably, we found that the classical and mesenchymal subtypes
exhibited higher EGFR mutation frequencies than the proneural
subtype. The NFI was exclusively mutated in mesenchymal
subtype (Figure 4A). Wang et al. reported that NFI deficiency
drives the infiltration of tumor-associated macrophages/microglia
(Wang et al,, 2017). Therefore, NFI mutations may contribute to a
tumor-promoting immune microenvironment in the mesenchymal
subtype. Meanwhile, the proneural subtype exhibited higher 4q12-
amplification, 12q14.1-amplification, and lower 9p21.3-deletion than
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Molecular landscape of three IDH wild-type GBM subtypes. (A) Tumor immune microenvironment (TIME): heatmap showing the immune profile in

the IDH wild-type GBM subtypes (TCGA for left; G-SAM for right), with the top panel showing the expression of genes involved in immune checkpoint
targets and the bottom panel showing the enrichment level of 24 microenvironment cell types. The immune enrichment score and stromal enrichment
score are annotated at the top of the heatmap. (B) Epigenetic landscape: heatmap showing regulon activity profiles for GBM transcription factors

(top panel) and potential regulators associated with histone modification (bottom panel) in the IDH wild-type GBM subtypes (TCGA on the left; G-SAM on
the right).
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FIGURE 4

Genomic alteration landscape of three IDH wild-type GBM subtypes. (A) Geno

mic alteration landscape in the three IDH wild-type GBM subtypes. (B)

Tumor mutation burden (TMB) in different subtypes. (C) Distribution of fraction genome altered (FGA) and fraction genome gain/loss (FGG/FGL) in the
three IDH wild-type GBM subtypes. Bar charts are presented as the mean + standard error of the mean. * (p < 0.05), ** (p < 0.01), and *** (p < 0.001), ns

(p > 0.05).

other subtypes. The classical subtype exhibited lower 11p15.1-deletion
than other subtypes. Alterations in these chromosomal arms may
serve as biomarkers for subtype identification. Additionally, EGFR
showed a more high-balanced gain in the classical subtype than other
subtypes, which is consistent with previous studies (Verhaak et al.,
2010). EGFR tyrosine kinase inhibitor (TKI) might exhibit better
benefits for patients in the classical subtype. CDKN2A showed more
high-balanced loss in the classical and mesenchymal subtypes than in
the proneural subtype. Nathanson et al. reported that CDKN2A
deletion remodels lipid metabolism, thereby priming GBM for
ferroptosis (Minami et al., 2023). Drugs targeting lipid metabolism
and enhancing the ferroptosis process may be more suitable to benefit
patients with the classic or the mesenchymal subtypes. The CDK4,
PDGFRA, and MDM?2 showed more high-balanced gain in the
proneural than the other subtypes, which provided potential
individualized targets for patients in the proneural subtype
(Figure 4A). Meanwhile, some inhibitors that might aid in clinical
administration have been developed, including CDK4/6 inhibitors,
PDGFRA inhibitors, and MDM2 inhibitors. Therefore, considering
genetic alterations in clinical administration may be the key to
achieving precision medicine among different subtypes.
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3.3 Feature selection and base model
construction

A total of 924 differentially expressed eccDNAs carrying
protein-coding genes were identified in GBM core tissues and
adjacent with cut-off of |FC (fold
change)] >2 and p < 0.05. Among them, 371 eccDNAs were
upregulated, and 553 were downregulated in the GBM tumor
core tissues (Supplementary Table S2). Finally, 717 protein-

tissues a criteria

coding genes carried by differentially expressed eccDNAs were
included in three data sets (TCGA, CGGA301, and G-SAM). The
717 protein-coding genes mentioned above are original features and
will be used for subsequent analysis.

Two machine learning algorithms, including SVM-RFE and
varSelRF, were used for feature selection. When faced with
SVM-RFE generally exhibits higher
robustness because it considers the interactions between the

redundant features,
features. The varSelRF algorithm is based on multiple decision
trees with non-linear modeling capabilities. The rationality of
these two methods is that they can provide feature screening at
different levels and perspectives. Finally, a total of 29 independent
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FIGURE 5

Feature selection and base model construction and comparison. (A) Feature selection: the SVM-REF and varSelRF algorithms were used for feature
selection, and 29 features were retained. (B) Base model construction and comparison: nine machine learning algorithms were used to fit models based
on 5-fold cross-validation (CV) on the training cohort (TCGA). The performance of each model on CV was comprehensively evaluated.

features were obtained based on two algorithms, including ABLIM],
ADAP2, APBA2, ATCAY, COLIA2, CR1, CSMDI, DPP6, EFNA2,
EGFR, ELMOI, GNG7, GPC2, HEXB, IL16, MAP2, NOVA2,
OPCML, OPLAH, PSTPIP2, PTDSS2, RGS12, ROR2, RORB, SILI,
SLC7A7, TMCO4, TNR, and ZNF84 (Figure 5A).

Nine machine learning algorithms, including multinomial
logistic regression, DT, RF, XGBoost, MLP, Enet, SVM,
LightGBM, and KNN, were used to fit base models on the
training set (TCGA cohort). The optimal hyperparameters on the
CV of each base model are shown in Supplementary Table S3. The
nine models with optimal hyperparameters were comprehensively
evaluated on CV. Eleven metrics were calculated for model
evaluation, including accuracy, balanced accuracy, F1-score, NPV,
PPV, PR-AUC, precision, recall, ROC-AUC, sensitivity, and
specificity. Finally, the mean metric was calculated as the average
of each metric on CV (Figure 5B). SVM, Enet, KNN, XGBoost, and
RF were the top five optimal base models among these models.

3.4 Construction of stacking ensemble
models and selection of optimal model by
comprehensive evaluation

We randomly combined the five optimal base models, which
generated 26 types of different combinations. Then, the new feature
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vector was created using the predicted probabilities (PPs) of
26 combinations. For example, for the combination of SVM.
Enet. KNN. XGBoost. RF, the new feature vector was defined as
[PPs(SVM), PPs(Enet), PPs(KNN), PPs(XGBoost), PPs(RF)]%,
where PPs i) is the PPs based on the optimal base model i. Next,
the meta-models were fitted based on the new feature vector. Here,
nine types of machine learning algorithms, including multinomial
logistic regression, DT, RF, XGBoost, MLP, Enet, SVM, LightGBM,
and KNN, were set as meta-models to fit the two-layer stacking
ensemble models. Finally, 234 stacking ensemble models
were generated.

The 243 models, including 234 stacking ensemble models and
nine base models, were comprehensively evaluated on the G-SAM
and CGGA301 test cohorts. The mean metric was calculated by the
mean value of each metric on the two test sets. The XGBoost.Enet-
model exhibits a robust

stacking-Enet  stacking ensemble

performance among all metrics on test sets (Figure 6).

3.5 Evaluation of XGBoost.Enet-
stacking-Enet

An ROC curve and a confusion matrix were used for the
performance evaluation of XGBoost.Enet-stacking-Enet. ROC
curves can exhibit the model’s classification ability across each

frontiersin.org


https://www.frontiersin.org/journals/pharmacology
https://www.frontiersin.org
https://doi.org/10.3389/fphar.2024.1375112

Li et al. 10.3389/fphar.2024.1375112
A ' B S S S D S - Wetrc
XGBoost Enet-stacking-Enet 0776 | 0835 Y 0919 | 0771 |osso NN m Accuracy SVMKNN.RF-sta MLP |
‘SVM XGBoostKNN-stacking-LightGBM 0766 | 0848 0s08 0705 oso0 [N I Balanced Accuracy SVM XGBoostKNN-stacking-Enet —
SVM.XGBoost Enet-stacking-Enet 0772 0835 ogte 0772 osse [N M Fi-score Enet RF-stacking-LightGBM 1
KNN-stacking-RF 0764 0837 osta o7 oses NN [ NOY ‘SVM Enet KNN-stacking-LightGEM I
RF.SVM XGBoost Enet KNN-stacking-LightGBM 0768 0.848 0914 0795 ocoo NN m pR-AUC XGBoost RF-stacking-KNN I
SVM.XGBoost.RF-stacking-XGBoost 0762 0835 0922 o774 osos [N W Precision XGBoost Enet-stacking-LightGBM 1
'SVM.Enet KNN-stacking-Enet  0.761 0917 0775 0892 [NEEEEEN ' Recal Enet KNN-stacking-XGBoost { |
‘SVM.XGBoost Enet-stacking-LightGBM 0775 0s0f o078 | 0503 [N .'s‘eoni;u"v‘;'c Enet XGBoost KNN.RF-stacking-Enet —
Enet SVM XGBoost RF-stacking-RF 0761 083 o764 oseo NN Specifty SVM Ene«—s«acxmg—mumnomlal LR —
‘SVM XGBOOSLKNN.RF-stacking-Enet 0760 0520 0773 oses [N t-stacking-MLP I
Enet RF-stacking-Enet 0761 os26  o7es  oses NN XGEoou.sVM stacking-SVM —
'XGBoost Enet-stacking-MLP 0764 0913 o765 oses NN Enet SVM. XGBoost KNN-stacking-Enet —
KNN.RF-stacking-Enet 0754 osts o778 oss2 NN SVM XGBoost KNN.RF-stacking-RF 1
XGBoost Enet RF-stacking-RF 0747 os11 o766 osse NN SVM Enet RF-stacking-XGBoost 1
'XGBoost Enet KNN-stacking-XGBoost 0749 o0s21 o7e2  oss2 NN RF.SVM XGBoost Enet KNN-stacking-DT —
XGBoost SVM-stacking-XGBoost 0753 0817 o780 oses NN SVM.XGBoost Enet-stacking-DT —
XGBoost RF-stacking-XGBoost 0762 0310 o765 oss2 [N SVM XGBooStLKNN.RF~stacking-DT —
XGBoost Enet KNN-stacking-MLP 0764 os1a o768 oses NN SVM.XGBoost KNN-stacking-DT —
‘SVM.Enet-stacking-XGBoost 0749 0926 o766 osee [N SVM.XGBoost RF-stacking-DT |
XGBoost KNN-stacking-multinomial LR 0.750 0s14 0784  osco NN XGBoost, SVM-stacking-DT —
‘SVM.XGBoost RF-stacking-LightGBM 0758 0817 o757 ogo2 [N Enet.SVM.XGBoost KNN-stacking-MLP I
Enet SVM.XGBoost RF-stacking-LightGBM 0762 0505 o752 | osor [N RF.SVM XGBoost Enet KNN-stacking-Enet I
XGBoost RF-stacking-Enet  0.760. 0916 o769 0sos [N XGBoost KNN.RF-stacking-KNN I
SVM.RF-stacking-DT 0766 0801 o7e7 | oo NN Enet RFKNN-stacking-KNN —
XGBoost RF-stacking-MLP  0.760 0915 0771 osos NN Enet. SVM.KNN.RF-stacking-XGBoost. I
‘SVM Enet RF-stacking-Enet 0755 0925 0763 oso2 [N RF.SVM.XGBoost Enet KNN-stacking-MLP |
XGBoost 0752 0s05 o7ee  oeos N Enet.SVM XGBoost KNN-stacking-XGBoost —
XGBoOstKNN.RF-stacking-SVM | 0743 0919 o7e0  oese NN Enet KNN-stacking-KNN I
0784 0s07  o7es  oss2 [N SVM.KNN-stacking-MLP —
Enet RFKNN-stacking-Enet 0747 o0s22 0772 osss XGBoost KNN.RF-stacking-OT I
XGBoost Enet.RF-stacking-MLP 0759 0920 o764 | o0eos XGBoost KNN-stacking-DT [ ]
Enet. XGBoost KNN.RF-stacking-SVM 0741 0918 0760  0sss [N XGBoost RF-stacking-DT |
XGBoost Enet-stacking-XGBoost  0.746. 0919 o762 oses [N KNN.RF-stacking-SVM I
XGBoost Enet KNN-stacking-Enet 0753 osis o765 oser NN RF.SVM.XGBoost Enet KNN-stacking-KNN —
SVM.RF-stacking-Enet 0757 o711 0822 o7z o2 N SVM.Enet-stacking-LightGBM ]
SVMKNN.RF-stacking-RF = 0.738. o076 ocey NN SVM.KNN.RF-stacking-SVM I
XGBoost Enet.RF-stacking-SVM 0746 0773 ozo1 [N SVM.KNN-stacking-LightGEM |
'SVM XGBoost KNN-stacking-RF | 0733 o7e1 | oer7 N Enet RFKNN-stacking-XGBoost [ ]
XGBoost Enet, KNN-stacking-SVM 0743, o779 osss NN 'XGBoost Enet KNN-staoking-LIghtGBM I
‘SVM.KNN-stacking-multinomial LR = 0.745 o776 | oeco NN (GBoost Enet-stacking-KNN —
EnetRF-stacking-MLP 0748 R — XGBoost RF -stacking-mulinomial LR —
Enet SVM XGBoost KNN-stacking-SVM 0741 o7 | ose | Enet-stac) “"V'SVM ]
XGBoost KNN-stacking-MLP 0762 o761 osco [N E"B‘RFKNN'S‘“ lghtGBM I
‘SVM Enet-stacking-Enet 0747 076t osss [ NBLREKNN- "“‘“"9 -RF —
RF.SVM.XGBoost Enet KNN-stacking-SVM | 0738 orrs  oser NN Mean metric SVMXGBW“KNN'““K'"F'KNN [ —
XGBoost RF-stacking-RF 0755 o756 | oses NN 1 I 1
SVM.KNN.RF-stacking-DT  0.764 o070 | ocos | SVM I
‘SVMKNN-stacking-DT [aeA om0 | osvs m | 10-° Enel XGBoosLKNN.RF~stackingKNN s
SVM.RF-stacking-MLP 0753 o7 oo MMM [ 108 EnsLSVMINN.AF stacking RF) —
SVM.Enet RF-stacking-MLP 0751 o762 | oeor NN 0.7 SVM.KNN.RF-stacking-XGBoost I | 106
XGBoost KNN.RF-stacking-MLP 0753 orez oevr [N o Enet SYMANN.RE stacking KNN —
‘SVM XGBoost KNN. RF-stacking-MLP 0753 o760 oset [ KNH.RE-stacking KN —
'SVM.XGBoost KNN.RF-stacking-XGBoost | 0740 o761 osse N Enet.5VM.XGBoost KNN-stacking-RF —
RF.SVM.XGBOost, Enet KNN-stacking-XGBoast —
XGBoost. SVM-stacking-LightGBM 0764 o7es  oees [N
(NN RF-stacking-MLP | 0739 orm | oss SVM.Enet KIA-stacking-RF| —
'XGBoost Enet RF-stacking-XGBoost 0747 o7es | oess I EnstKNN-stmcking-RF I
S Enet KNN-stacking-multinomial LR 1
XGBoost Enet-stacking-SVM | 0743 o7es  osso [N
Enet.SVM XGBoost RF-stacking-MLP 0755 o752 oevz [ SVM.Enet.RF-stecking-Light M (g —
XGBoust KNN RF-stacking-RF (1073 Sred | oers | Enel RF-stacking-mutinomial LR 0723 I
SVM RF—stacking—r [RICH om0 oses NN XGBoost KNN-slacking-KNN 0723 —
% SVMRF-stacking-KNN 0717 1
SVM Enet RF-stacking-SVM 0751 o757 ose> [
o o . xoaous«EnsnRF-s«acku:gF-mumnami;R o719 —
XGBoost Enet RF-stacking-Enet 0.747 o760 oses pry xeso;smr—:«nacmg;— e =
Enet XGBoost KNN, RF-stacking-XGBoost 0746 orrs | osss [ pwpeidibot b
Enet.SVM.XGBoost KNN-stacking-LightGBM  0.755 o762 ogos [N =
SVM Enet KNN-stacking-KNN 0715 1
SVM Enet RF-stacking-mulinomial LR 0738 070 osss [N SVMXOBoosL KN, RE—siackiny NN R —
RF.SVM.XGBoost Enet KNN-stacking-RF 0732 o761 oser [ oL SVM XGBo0St RF-otmcking-XCBoost R —
‘SVM XGBoost KNN-stacking-MLP 0747 o075 oseo [ - Enet R -stacking-KNN | 5776 —
XGBoost SVM-stacking-RF SR et o500 NN SVM XGBoost Enet-stacking-KNN _ 0.719 1
Enet.SVM XGBOost RF-stacking-SVM 0740 0764 ocer [N XCBoostEnetKNN—stacking N S —
SVM.XGBoost.RF-stacking-MLP R foizeay (foreu 1 Enet XGBoost KNN.RF-stacking-LightGBM 0740 1
Enet KNN-stacking-Enet | 0736 o7es  osss [ SVMKNN-stacking-SVM 5727 —
Enet KNN-stacking-SVM 0734 o767 osss [ Eitiom-ssrg tiroc —
SVM.RF-stacking-SvM SRR o joonl ] XGBoost Enet KNN-stacking-RF 0705~ 0802 1
XGBoost SVM-stacking-mulinomial LR 0743 o7es  oss [N VM Enet KNN—stacking-maitnormies L7 ISR IR —
XGBoost Enet-stacking-multinomial LR 0735 o763 osss [ VM.Enet stacking-KNN o7 | R —
SVM.KNN.RF-stackingEnet BUER o f e [ ‘SVM XGBoost Enet-stacking-multinomial LR 0715 0814 —
‘SVMKNN-stacking-Enet | 0735 o7t oss: [N LRFKNN-stacking-SvM RELS] —
‘SVM XGBoost RF-stacking-multinomial LR 0741 o7es  osss [N SVM.Enet KNN-stacking-vM o] —
Enet RF-stacking-XGBoost | 0733 o756 osro [ Enet.SVMXGBooSLKNN-stacking-KNN| 0111 —
SVM.XGBOOStKNN.RF-stacking-SVM 0738 076t oces [ Enet SVM.XGBooSLRF-stacking-KNN | 071 —1
Enet.SVM XGBoost RF-stacking-Enet 0745 o752 oseo [N EmRFKNN_smeg_mummmmLR e —
XGBoost KNN.RF-stacking-Enet | 0747 o753 osoo [ Enet RF-stacking-KNN| 0708 —
Enet KNN-stacking-MLP | 0735 o072 ocez [N KNNRF_“WM»LMGBM o —
‘SVM XGBoostKNN-stacking-XGBoost 0744 o748 osso [N KNN.RF-stacking-mulinomial LR 0727 —
SVM RF-stacking-multinomial LR 0741 o752 oses [ SVM.RF-stacking-LightGBM | 0744 —
XGBoost KNN-stacking-LightGBM 0749 ors  osss [ MKNN RF-stacking-KNN_ 0708 —
Enet. REKNN-stacking-MLP 070 o750 oces [N ‘SVM.XGBoostKNN RF-stacking-multinomial LR 0725 7
XGBoost Enet KNN-stacking-multinomial LR | 0734 o7es  osse [ VMKNN.RF-stacking-LightGBM 0740 —
SVM.XGBoost Enet-stacking-MLP U o74s] [Losoo | NN XGBoost KNN.RF-stacking-LightGBM 0747 —
SVM.XGBoost Enet-stacking-XGBoost 0736 078 osss [N ‘SVM.KNN-stacking-XGBoost 0718 —
‘SVM.RF-stacking-XGBoost 0751 o758 oseo [N SVM Enet-stacking-RF 0695 —
X@Boost KNN.RF-stacking-XGBoost 0738 o761 osss [ KNN.RF-stacking-DT 0717 —
Enet| 0730 o756 oes [N XGHoosASVM-Mackmg-KNN o714 —
XGBoost Enet-stacking-RF | 0735 o752 osre [ MKNN-stacking-KNN 0710 —
‘SVM.Enet. KNN-stacking-DT LS ozsey| oGO NN XGBOoStKNN. RF s(ackmg mulinomial (R 0725 —
SVM.Enet RF-stacking-DT 0755 o7es  oes [N NN.RF-stacking-XGBoost 0711 —
SVM Enet-stacking-DT 0755 ores  oees NN ‘SVM XGB0ostKNN-stacking-SVM 0708 1
XGBoost. SVM-stacking-MLP 0751 o7 osso [N Enet KNN-stacking-DT 0705 —
Enet.SVM KNN RF-stacking-Enet | 0734 o757 oss2 [ Enet RFKNN-stacking-DT 0705 —
SVM XGBOOSRF-stacking-SVM 0745 o7z osss [N EnetRF-stacking-DT 0705 —
‘SVM XGBoost RF-stacking-Enet 0745 o752 oseo [N Enet SVM KNN RF-stacking-DT 0705 —
‘SVM.XGBo0StKNN.RF-stacking-LIghiGBM 0756 o776 | osos NN Enot XGBoost KNN. RF-stacking-multinomial LR 0712 —
EnetRF-stacking-RF | 0733 o754 os7e [N Enet.SVM.XGBoost RF-stacking-multinomial LR 0699 — |
SVM XGBoost KNN-stacking-muliinomial LR 0742 o7es  osss [N Enet.SVM.KNN.RF-stacking-LightGBM 0725 —
‘SVM Enet KNN-stacking-MLP | 0730 o7ss  ossy NN Enet.SVM KNN.RF-stacking-multinomial LR 0704 I
XGBoost.SVM-stacking-Enet 0749 o750 osor [N Enet SVM XGBoost KNN-stacking-DT 0702 1
Enet XGBoost KNN RF-stacking-RF | 0721 o746 oz7y [N Enet SVM XGBoost RF-stacking-DT 0702 —
SVM.KNN.RF-stacking-multinomial LR 07 o7 oser [ Enet XGBoostKNN.RF-stacking-DT 0702 —
SVM.Enet RF-stacking-RF | 0731 0751 osso [N XGBoost Enet KNN-stacking-DT 0702 1
XGBoost KNN-stacking-Enet 0745 o752 oseo [N 'XGBoost Enet RF-stacking-DT 0762 1
SVM.XGBoost Enet-stacking-SVM | 0.734. o761 oses [N XGBoost Enet-stacking-DT 0702 ]
XGBoost RF-stacking-SVM s o7 ocer [ XGBoost KNN-stacking-SVM 0708 —
XGBoost Enet RF-stacking-KNN o761 oss> NN XGBoost Enet RF-stacking-LightGBM 0.720 1
Svm. EnanKNN-mckmg-xGaom[rﬁmJ o751 oers [N XGBoost RF-stacking-LightGBM 0731 1
Enet. XGBoost KNN.RF-stacking-MLP = 0.743 o7as  oses [N Enet SVM XGBoost KNN-stacking-multinomial LR 0688 | 1]
Enet SVM.KNN.RF-stacking-SVM 0751 o776 oeol [N RF.SVM.XGBoost Enet KNN-stacking-multinomial LR~ 0.680 |
SVM XGBoost Enet-stacking-RF | 0.715 oees LightGBM 0698 I
KNN RF-stacking-RF | 0727 | 0818 ost4 o759 osrs [N XGBoost KNN-stacking- RF (X 1
Enet SVM KNN RF-stacking-MLP 0740 0818 o919 o751 oses NN | |
XGBoost KNN-stacking-XGBoost | 0741 0821 0907 o7se  osse NN multinomial LR- osos  [NONEGN

FIGURE 6

02
o8
o8

Integrative construction of stacking ensemble models and model comparison. A total of 243 models, including 234 stacking ensemble models and
nine base models, were comprehensively evaluated on two test cohorts. The metric values were calculated by the mean values of the G-SAM and
CGGA301 cohorts. (A) The top 121 models ranked by mean metric. (B) The 122-243 models ranked by mean metric.

class. The confusion matrix provides detailed class-level
performance metrics. The macro average method was used to

calculate the area under the curve (ROC-AUC) of the model on

each class. This approach calculates and averages the AUC for each
class to obtain an averaged ROC-AUC. In this way, we can evaluate
the performance of each class equally without suffering from class
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FIGURE 7

Performance evaluation of the optimal model. (A) ROC curves of the XGBoost.Enet-stacking-Enet model in the training cohort (TCGA). (B, C) ROC
curves of the XGBoost.Enet-stacking-Enet model in the test cohort (G-SAM, CGGA301). (D) Confusion matrix of the XGBoost.Enet-stacking-Enet model

on the training and test cohorts.

imbalance. The macro-averaged ROC-AUC values were 0.976 in the
TCGA cohort, 0.933 in the G-SAM cohort, and 0.905 in the
CGGA301 cohort, respectively (Figures 7A-C). The confusion
matrix consists of rows representing the true classes and columns
representing  the predicted Overall, the
XGBoost.Enet-stacking-Enet model performed well on both the

model’s classes.

training and test sets (Figure 7D).
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3.6 Interpretability analysis of
XGBoost.Enet-stacking-Enet

Shapley additive explanations (SHAP) is widely used to explain
machine learning model predictions. Here, SHAP was used to
perform an interpretability analysis of XGBoost.Enet-stacking-
Enet. First, the feature importance analysis was performed by
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calculating the mean absolute SHAP value. For the prediction of
classical, mesenchymal, and proneural subtypes, the expression
levels of EGFR, COLI1A2, and OPLAH/GPC2 play the most
important roles (Figures 8A-C).

Next, we explored the contributional directions of features for
each subtype. The high expression level of EGFR might contribute to
the classical subtype (Figure 8D). Meanwhile, the high expression
level of COL1A2 and GPC2 might contribute to mesenchymal and
proneural subtypes, respectively (Figures 8E,F). Notably, the
correlations between some features and prediction outcomes were
non-linear, which confirmed the ability of XGBoost.Enet-stacking-
Enet to capture non-linear relationships. For example, the
expression levels of EGFR, COLIA2, and OPLAH have a non-
linear relationship with outcomes (Figures 8G-I).

3.7 Establishment of web tool based on the
XGBoost.Enet-stacking-Enet model

To support intelligent automated decision-making and make it
easier for clinicians to use the model, we developed a web tool
(https://lizesheng20190820.shinyapps.io/ecGBMsub/).  This
tool will promote the practice of precision medicine for IDH

web

wild-type GBM patients, ultimately improving patients’ quality of
life and treatment outcomes.

4 Discussion

IDH wild-type GBM intrinsic subtypes have been linked to
different genomic landscapes, epigenetic landscapes, treatment
benefits, and tumor immune microenvironments (Figures 2-4).
Accurately identifying molecular subtypes is pivotal to better
understanding the biological characteristics of IDH wild-type
GBM,
administration. Our previous study demonstrated that eccDNA

thereby developing more personalized treatment
plays an important role in predicting the grade and prognosis of
glioma patients and the recurrence of GBM (Li et al., 2023). Here, we
would like to further explore the potential of eccDNA in the
identification of IDH wild-type GBM molecular subtypes.

In this study, we have successfully identified differentially

expressed eccDNAs between IDH wild-type GBM tumor tissues

and para-tumor tissues through Circle-seq sequencing.
Simultaneously, it was discovered that these differentially
expressed eccDNAs carried several protein-coding genes.

Currently available IDH wild-type GBM datasets with subtype
information were collected. A novel stacked ensemble machine
learning framework, ecGBMsub, was developed by integrating
machine a
the
XGBoost.Enet-stacking-Enet model was determined to be the

optimal model (Figure 6). The XGBoost.Enet-stacking-Enet is a

multiple learning  algorithms.  Following

comprehensive  model  evaluation and  comparison,

two-layer stacking ensemble model, utilizing the XGBoost and Enet
models with optimal hyperparameters as base models and Enet as
the meta-model. The meta-model takes the PPs of the base model as
input and allows the generation of new PPs, thus integrating the
advantages of different models. As expected, this model exhibits
robust performance in predicting molecular subtypes in IDH wild-
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type GBM patients (Figure 7). To better understand how
XGBoost.Enet-stacking-Enet
subtype, a model interpretability analysis was conducted using

achieves predictions for each
SHAP to help explain the decision-making process for molecular
subtype identification (Figure 8). To enhance the model’s clinical
applicability, a website tool was developed, and the machine learning
model was deployed on the website. This facilitates easy access for
clinicians to leverage our model for molecular subtype prediction in
IDH wild-type GBM patients.

Compared with previous models, the XGBoost.Enet-stacking-
Enet stacking ensemble model exhibits three main advantages. First,
our model was validated in two large-scale independent cohorts,
ensuring its generalization ability. Munquad et al. developed a
biologically interpretable deep learning framework based on a
convolutional deep neural network (CDNN) for subtype
classification (Munquad et al, 2022). Their model integrated
transcriptome and methylome to accurately predict molecular
subtypes. However, their model was trained and validated on a
single-center cohort and lacked external validation. Second, the
XGBoost.Enet-stacking-Enet model exhibits better interpretability,
aiding us to better understand the decision-making process. Mao
et al. developed a CDNN to classify samples (Mao et al., 2022).
However, their models suffer from poor interpretability and limited
clinical translation potential. Third, we developed a website tool to
deploy machine learning models to make it easier for clinicians to
access. Ensenyat-Mendez et al. developed GBM subtype classifiers
based on transcriptomic and epigenomic using random forest and
nearest shrunken centroid algorithms (Ensenyat-Mendez et al.,
2021). Tang et al. leveraged extreme gradient boosting (XGBoost)
to develop a classifier to predict the molecular subtypes of GBM
(Tang et al., 2021). The two models mentioned above have not been
deployed on web tools, making them inconvenient for
clinicians to use.

The innovation of this model lies in two key points: 1) the source
of its features and 2) the model stacking strategy. Our features were
obtained from eccDNA molecular profiling. We first revealed the
underlying correlation between eccDNA and the molecular subtypes
of IDH wild-type GBM. A stacking ensemble strategy was developed
based on enumeration. The ecGBMsub framework maximizes the
advantages of stacking ensemble models by integrating diverse base
models and meta-models to capture complex relationships within
datasets. The framework enhances model stability, especially when
dealing with challenging datasets such as imbalanced or high-
dimensional data.

However, there are some limitations. First, the eccDNAs
sequencing need to be further

eliminate false positive effects.

identified by Circle-seq
experimentally verified to
Likewise, there may be eccDNAs that are not detected by Circle-
seq due to false negative effects. More advanced sequencing methods
and computational biology tools are needed to fully corroborate and
supplement our detected eccDNA molecules. Second, all data are
sourced from public datasets, and a large-scale in-house cohort is
needed to further verify the robustness of the model. Third, to
confirm that eccDNA molecules play a role in subtype
transformation, in vitro and in vivo experiments that target
specific eccDNA molecules are needed. Finally, our models are
trained and tested based on the transcription profile of the genes
carried by eccDNA, which can be attributed to the lack of a large
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eccDNA molecular profile cohort. In the future, artificial intelligence
models based on eccDNA’s DNA molecular profiling should be
developed. Such models might be capable of monitoring the
emergence and evolution of eccDNAs during disease progression
to achieve much-needed patient stratification.
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