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The bidomain model is a popular model for simulating electrical activity in cardiac tissue.
It is a continuum-based model consisting of non-linear ordinary differential equations
(ODEs) describing spatially averaged cellular reactions and a system of partial differential
equations (PDEs) describing electrodiffusion on tissue level. Because of this multi-scale,
ODE/PDE structure of the model, operator-splitting methods that treat the ODEs and PDEs
in separate steps are natural candidates as numerical solution methods. Second-order
methods can generally be expected to be more effective than first-order methods under
normal accuracy requirements. However, the simplest and the most commonly applied
second-order method for the PDE step, the Crank–Nicolson (CN) method, may generate
unphysical oscillations. In this paper, we investigate the performance of a two-stage,
L-stable singly diagonally implicit Runge–Kutta method for solving the PDEs of the
bidomain model. Numerical experiments show that the enhanced stability property of
this method leads to more physically realistic numerical simulations compared to both the
CN and backward Euler methods.
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1. INTRODUCTION
The bidomain model, formulated mathematically by Tung in
1978 [1], is a popular model for describing the electrical activity
in the heart. This model treats the heart as two superimposed
domains (intracellular and extracellular) that are formally sep-
arated by the cell membrane. The model consists of ordinary
differential equations (ODEs) describing the electrical proper-
ties of the cell membrane, coupled to partial differential equa-
tions (PDEs) that describe the electrical conductance in the two
domains. The most common formulation of the model is in
terms of three primary variables, the transmembrane potential,
the extracellular potential, and a vector of states that describe the
dynamic electrical properties of the cell membrane. Simplified
models such as the monodomain model are also widely used by
the research community, but the bidomain model is considered
the most accurate and general continuum-based model of cardiac
tissue electrophysiology.

The bidomain model can be challenging to solve. For example,
it usually includes a stiff, non-linear ODE model describing the
average electrical behavior of individual heart cells over volume
elements [2], and rapid dynamics and steep gradients in the solu-
tion lead to strict resolution requirements in space and time. For
example, in Potse and Vinet [3], two billion variables are used.
For reasons such as these, the numerical solution of the bido-
main model has been studied by numerous researchers; see, e.g.,
Vigmond et al. [4] for a detailed review of this topic.

First-order methods for solving the bidomain model have
been proposed many times in the literature. For example, the

forward Euler (FE) method has been used frequently; see e.g.,
Muzikant et al. [5], Sambelashvili and Efimov [6], ten Tusscher
and Panfilov [7], and Tranquillo et al. [8]. An investigation of
the stability of FE applied to the bidomain model was performed
in Puwal and Roth [9]. To combat the disadvantages of explicit
methods such as FE while retaining the implementational sim-
plicity of first-order methods, first-order semi-implicit methods
were investigated in Keener and Bogar [10] and Whiteley [11].
Although first-order methods can be easily implemented and
analyzed, a comparison in Sundnes et al. [12] of a first- and a
second-order method showed that the second-order method gives
a better approximation of the conduction velocity. We therefore
focus mainly on the use of second-order methods.

The first example of a second-order method for the bidomain
model, based on Strang splitting [13], was presented in Sundnes
et al. [12]. After splitting the PDEs from the ODEs, the PDEs were
integrated in time with the Crank–Nicolson (CN) method. This
method has also been used to integrate the PDEs resulting from
various first-order splitting methods; see e.g., Whiteley [11] and
Qu and Garfinkel [14].

The CN method is one of the simplest implicit second-
order methods to implement. However, it has relatively poor
error-damping properties that may result in simulations with
unphysical oscillations [11]. To overcome this limitation, we
investigate a second-order method based on Strang splitting
and a second-order L-stable singly diagonally implicit Runge–
Kutta (SDIRK2) method (see e.g., [15]) to integrate the PDEs.
L-stability is an enhanced numerical stability property designed
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to maximally damp high-frequency oscillations in numerical
solutions. Although the individual SDIRK2 steps are more com-
putationally expensive than those of CN, the computational cost
of solving the ODEs is generally non-negligible, and the overall
increase in acceptable step sizes from using the SDIRK2 method
as the PDE solver may ultimately lead to a favorable tradeoff.

The paper is organized as follows. The model equations and
the numerical methods used, in particular the operator-splitting
method used for splitting the ODEs and PDEs along with the
numerical methods for the PDEs, are described in section 2.
Numerical results that verify second-order convergence of the
SDIRK2 method and provide comparisons to the CN and back-
ward Euler (BE) methods are presented in section 3. Finally, a
discussion of the results is given in section 4.

2. MODELS AND METHODS
2.1. BIDOMAIN MODEL
For simplicity, we consider an isolated heart with no coupling
to a surrounding bath. The problem formulation and numerical
methods described may easily be extended to include such further
coupling. The bidomain model then reads

χCm
∂v

∂t
+ χ Iion(s, v, t) = ∇ · (σi∇v)+ ∇ · (σi∇ue) , (1a)

0 = ∇·(σi∇v)+ ∇·((σi + σe)∇ue), (1b)

∂s

∂t
= f(s, v, t), (1c)

with boundary conditions

n̂ · (σi∇v + σi∇ue) = 0,

n̂ · (σe∇ue) = 0,

where v is the transmembrane potential, ue is the extracellular
potential, and s is a vector of cellular states such as gating variables
and ionic concentrations. The function f(s, v, t) is a non-linear
function describing cellular dynamics, Iion(s, v, t) is the ionic cur-
rent per cell membrane area, and σi and σe are extracellular and
intracellular conductivity tensors, respectively. The quantity χ is
the area of the cell membrane per unit volume, and Cm is the
capacitance of the cell membrane per unit area. Finally, n̂ is the
unit outward normal. See e.g., Sundnes et al. [2], for further
details on the bidomain model.

2.2. FRACTIONAL-STEP METHODS
The bidomain model is difficult to solve as a fully coupled system
because the discretized system is typically large and strongly non-
linear. However, the PDEs of the bidomain equation are linear in
v and ue when the Iion term is removed. This suggests the use of
operator-splitting methods as a natural way to divide the solution
process in order to reduce the complexity of each sub-problem
to more manageable levels. The basic idea is to separate the
solution of the non-linear ODEs of the cell model from that
of the linear PDEs. One family of operator-splitting methods
is the so-called fractional-step methods, to which the first-order

Godunov and second-order Strang splitting methods belong; see
e.g., Hundsdorfer and Verwer [16]. We describe a general formu-
lation of fractional-step methods, based on a parameter�, where
the Godunov and Strang splitting methods are obtained as special
cases for� = 1 and� = 1/2, respectively. The key step in apply-
ing a fractional-step method to the bidomain equations is to treat
the non-linear term χ Iion(v, s) and the diffusive terms in (1a) sep-
arately; see e.g., Sundnes et al. [2] for details. This split results in
two sub-systems to be solved for each time step. One is a system
of ODEs describing cellular reactions and the ionic current,

∂s

∂t
= f(v, s, t), (2a)

∂v

∂t
= − 1

Cm
Iion(v, s), (2b)

and the other is the linear PDE system describing electrical
conductance

χCm
∂v

∂t
= ∇ · (σi∇v) + ∇ · (σi∇ue), (3a)

0 = ∇ · (σi∇v) + ∇ · ((σi + σe)∇ue) . (3b)

One step of the splitting method to advance from time tn to
time tn + 1 = tn +�t involves the solution of the two sub-systems
(denoted A and B) and consists of three phases.

1. Using the solution at time tn as the initial condition, solve
sub-system A for tn < t ≤ tn +� := tn + ��t.

2. Using the solution of phase 1 as the initial condition, solve
sub-system B for tn < t ≤ tn + 1.

3. Using the solution of phase 2 as the initial condition, solve
sub-system A for tn +� < t ≤ tn + 1.

In principle, either system (2) or (3) may be used as sub-system A,
with the other as sub-system B. In practice, however, the quality of
a numerical solution may vary significantly for different choices
of A and B. In this paper, we used the linear PDE system (3) as
system B, and compare the performance of the CN and SDIRK2
numerical schemes for integrating this system. For comparison,
we also used Godunov splitting with the BE method to integrate
the PDEs.

2.3. SOLVING THE SUB-SYSTEMS
The fractional-step method outlined above yields second-order
convergence for � = 1/2 provided each of the phases 1, 2, and 3
are solved with (at least) second-order accuracy. A second-order
method was presented in Sundnes et al. [12] that applied a third-
order SDIRK method for the ODEs (2) and the CN method for
the PDEs (3). This method was shown to give second-order con-
vergence, but in some cases it suffered from instabilities, likely due
to the use of the CN method in phase 2. Accordingly, we wish to
see the effect of replacing CN with a more stable method.

2.4. METHOD OF LINES
The focus of this study is on the time discretization of the
PDEs (3). Using the method of lines, we apply a spatial
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discretization (specifically, a finite element method) to transform
the PDE system (3) into an ODE system and then investigate a
number of different time-discretization methods. The FE method
is used for the time discretization of the cell model ODEs (2).
The FE method is first order and hence the overall operator-
splitting method formally becomes first order. However, the
cell model ODE systems are stiff enough that the time step of
explicit methods are dictated by stability rather than accuracy,
and the time step required for stability of the FE method ren-
ders highly accurate numerical solutions. The errors from this
part of the solution algorithm are therefore sub-dominant, and
we observe second-order convergence for the overall solution, as
demonstrated in section 3.

To apply the finite element method, we introduce an appropri-
ate function space Vh, with basis functions φj, j = 1, 2, . . . ,M.
The unknown fields v and ue are then approximated as linear
combinations of the basis functions

v =
M∑

j = 1

vjφj, ue =
M∑

j = 1

ujφj, (4)

where vj, uj are time-dependent coefficients and φj are appro-
priate (spatial) basis functions. To simplify the notation, we
introduce the bilinear forms

ai(η,ψ) =
∫



σi∇η · ∇ψ dx,

ai + e(η,ψ) =
∫



(σi + σe)∇η · ∇ψ dx.

A weak form of (3) is thus

χCm
d

dt

∫



vψ dx = −ai(v, ψ) − ai(ue, ψ), (5a)

ai(v, ψ) + ai + e(ue, ψ) = 0, (5b)

and is to be satisfied for all choices ψ ∈ V , where V is some suit-
able function space. By inserting the approximation (4) into (5)
and using the basis functions φj, j = 1, 2, . . . ,M, as test func-
tions ψ (i.e., Galerkin’s method [16]), we get a linear system of
differential-algebraic equations (DAEs) of the form

[
χCmA dv

dt
0

]
= −

[
Ai Ai

Ai Ai + e

] [
v

ue

]
, (6)

where v,ue are the vectors of time-dependent coefficients vi, ui

and the sub-matrices have elements given by

A(j.k) =
∫



φj φk dx,

Ai(j, k) =
∫



σi ∇φj · ∇φk dx,

Ai + e(j, k) =
∫



(σi + σe)∇φj · ∇φk dx.

The remainder of this paper focuses on the solution of (6). See
e.g., Ascher et al. [15], for an introduction to DAEs and their
solution.

2.5. SOLUTION OF (6) BY THE θ -RULE
For completeness, we now specify the algorithm commonly used
to solve the DAEs (6). The method is a standard θ-rule, which
yields the trapezoidal rule for θ = 1/2 that corresponds to the
CN method for (3) and the BE method for θ = 1. We apply a
θ-rule to the differential part of (6) and introduce un + θ

e as an
approximation to ue at time tn + θ�t. This gives the linear system

[
χCmA + θ�tAi �tAi

�tAi
�t
θ

Ai + e

] [
vn + 1

un + θ
e

]

=
[

(χCmA − (1 − θ)�tAi)vn

−�t(1− θ)
θ

Aivn

]
,

(7)

where we have scaled the second block row by �t/θ to obtain
a symmetric system for solution by a conjugate-gradient (CG)
iterative solver. An alternative derivation of this block system,
based on first discretizing the system in time and then in space,
is found in Sundnes et al. [2, 12]. A detailed study of alternative
splitting methods, with particular focus on the effects of matrix
lumping and the choice of numerical quadrature, is found in
Krishnamoorthi et al. [17].

2.6. SOLUTION OF (6) BY THE SDIRK2 METHOD
As mentioned, numerical experiments show that the method
based on (7) is stable for large �t when θ = 1 but may suffer
from significant step-size restrictions to reduce unphysical oscil-
lations when θ = 1/2. Because numerical experiments presented
in Sundnes et al. [12] suggest that the second-order method gives
a better approximation of the conduction velocity, we examine
second-order fractional-step methods (� = 1/2) but with better
stability properties for the PDE solver. In particular, we expect
the L-stability property to be relevant in suppressing unphysical
oscillations due to its strong damping properties. SDIRK methods
are arguably the simplest possible L-stable methods. The simplest
SDIRK method is BE, and it is also L-stable. SDIRK methods can
be viewed as combining steps similar to the case where θ = 1 in
order to produce higher order. We consider the L-stable, two-
stage, second-order SDIRK method (SDIRK2) defined by the
Butcher tableau

γ γ 0
1 1 − γ γ

1 − γ γ

,

with γ = (2 − √
2)/2; see e.g., Ascher and Petzold [15] for an

explanation of the Butcher tableau for specifying Runge–Kutta
methods. For a general initial-value problem dy/dt = f(t, y),
y(t0) = y0, this method advances a known approximate solution
yn at time t = tn to a new approximate solution yn + 1 at time
t = tn + 1 by means of the iteration

Y(1) −�tγ f(tn,γ ,Y(1)) = yn,
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yn + 1 −�tγ f(tn + 1, yn + 1) = yn +�t(1 − γ )f(tn,γ ,Y(1)),

where tn,γ = tn + γ�t.
Because (6) is a DAE system, application of the SDIRK2

method is slightly more complicated, but it is made easier by the
fact that (6) is linear. Applied to this system, the first stage of the
SDIRK2 method requires solving the block system

[
χCmA + γ�tAi γ�tAi

γ�tAi γ�tAi + e

][
v(1)

u(1)
e

]
=

[
χCmAvn

0

]

to find the values Y(1) = (v(1), u(1)
e ). As before, we have scaled the

second row (but now by γ�t) to obtain a symmetric system. The
second stage involves solving the system

[
χCmA + γ�tAi γ�tAi

γ�tAi γ�tAi + e

] [
vn + 1

un + 1
e

]

=
[
χCmAvn − (1 − γ )�t(Aiv(1) + Aiu

(1)
e )

0

]
,

to find the approximations yn + 1 = (vn + 1,un + 1
e ) at the next

time step. The linear systems to be solved are similar to those
for the θ-rule. The fact that these linear systems have identical
coefficient matrices is exploited to improve the efficiency of the
SDIRK2 method [18]. Specifically, for a given method and con-
stant �t, the coefficient matrix is in fact constant throughout
the simulation. Thus, it can be factored once at the beginning of
each simulation and subsequent linear system solves at each step
consist of only forward and backward substitutions. Because the
SDIRK2 method requires two such solves per step, it is asymp-
totically twice as expensive as CN or BE for advancing (6). This
does not imply, however, that the overall cost for solving the bido-
main model is twice as expensive when using SDIRK2 because the
solution of (6) represents only part of the overall solution process.

2.7. STABILITY ANALYSIS
We now utilize a von Neumann stability analysis, see e.g.,
Strikwerda [19], for the CN and SDIRK2 methods applied to
the bidomain model in the context of operator splitting. For this
purpose and in light of (3), we consider the one-dimensional

heat Equation ∂u
∂t = k ∂

2u
∂x2 on the interval [−L, L], where k = σ

χCm
.

Piecewise linear functions are used as basis functions in the finite
element method.

A von Neumann stability analysis yields expressions for the
amplification factor G(ϕ), where ûn + 1(ω) = G(ϕ)ûn(ω), ϕ =
ω�x, and ûn(ω) is the Fourier transform of un. For the CN
method,

GCN (ϕ) = 1 + 2c2 − rs2

1 + 2c2 + rs2
, (8)

whereas for the SDIRK2 method,

GSDIRK2(ϕ) = (1 + 2c2)
(
1 + 2c2 + 2r(2γ − 1)s2

)
(
1 + 2c2 + 2rγ s2

)2
, (9)

where c = cos (ϕ2 ), s = sin (ϕ2 ), r = k�tPDE
(�x)2 ,�tPDE is the time step

used in (3),�x is the (uniform) mesh spacing, and ω = nπ
L is the

wave number, for n = 1, 2, . . . ,N, with N = L
�x .

It can be shown that |GCN (ϕ)| ≤ 1 and |GSDIRK2(ϕ)| ≤ 1
for all ϕ, �t > 0; therefore both CN and SDIRK2 methods are
unconditionally linearly stable. However, if G(ϕ) � −1, then the
oscillatory components are propagated as weakly damped oscil-
lations in time. GCN � −1 if rs2 is large, i.e., if ϕ ≈ ±π and
r is large. However, GSDIRK � −1 if and only if

(
4γ 2s2

)
r2 +(

8(1 + 2c2)γ − 2(1 + 2c2)
)

r + 2(1+2c2)2

s2 ≈ 0. This condition is
generally harder to satisfy, and therefore, SDIRK2 rarely generates
sustained oscillations.

We can further identify the relationships of the simulation
parameters with the size of the oscillations generated by CN. In
particular, �tPDE and the conductivity values have a direct rela-
tionship with the size of the oscillations; i.e., larger values of these
parameters lead to larger oscillations. Conversely, Cm, χ , and
�x have an inverse relationship with the size of the oscillations;
i.e., smaller values of these parameters lead to larger oscillations.
From this analysis, there is no information about the relation-
ship between the time step�tODE used for the ODEs and the size
of the oscillations. However, empirically we do not observe any
relationship, nor would we expect one provided the ODE inte-
gration is stable. A summary of the relationships of the different
simulation parameters with the size of the unphysical oscillations
appears in Table 1.

3. RESULTS
We now study aspects of simulations of the bidomain model when
using the SDIRK2 method as the PDE solver in an operator-
splitting method. We consider the order of convergence, accuracy,
stability, and efficiency of the SDIRK2 method compared to the
CN and BE methods. For the numerical experiments in one
dimension, the direct solver MUMPS [20] is used to solve the
associated linear systems. For the numerical experiments in two
and three dimensions, a CG iterative solver with a block Jacobi
preconditioner is used. All of the numerical results were generated
within the Chaste software environment [21].

3.1. ORDER OF CONVERGENCE
Because extremely fine spatial and temporal resolutions are
required to produce a highly accurate reference solution for con-
vergence testing, we consider a simple one-dimensional problem.
The bidomain model was solved for a one-cm spatial interval

Table 1 | Relationship of parameters with size of unphysical

oscillations.

Parameter Relationship

�tPDE Direct

σi , σe Direct

�x Inverse

Cm Inverse

χ Inverse

�tODE None
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[0, 1], and reference solutions were generated for two cell mod-
els, the Luo–Rudy phase 1 (LR1) model [22] and the model of
Courtemanche et al. [23], with the initial condition

v(t = 0, x) = v0 + 100(1 − sin(x)),

s(t = 0, x) = s0,

ue(t = 0, x) = 0,

where v0 and s0 are the resting values for v and s, respectively, for
the particular cell model. We use the (Chaste default) values χ =
1400/cm, Cm = 1μF/cm2, σi = 1.75 mS/cm, and σe = 7 mS/cm
and simulate the model for t ∈ [0, 5] ms.

A reference solution for each bidomain simulation described
below was computed with Chaste using the semi-implicit
method [11] with Heun’s method as the ODE solver. Successive
solutions were computed by halving the time step and doubling
the number of spatial mesh points until four or more matching
digits were obtained at 21 equally spaced points in the temporal
interval and 101 equally spaced points in the spatial interval, for a
total of 2121 comparison points. The resolutions required for the
reference solutions were �t = 5 · 10−8 ms, �x = 1/30 000 cm
for the LR1 cell model and�t = 5 · 10−7 ms,�x = 1/20, 000 cm
for the cell model of Courtemanche et al.

Numerical experiments were performed to determine the
order of convergence using the SDIRK2 method to solve (3). The
error is computed for each numerical experiment by computing
the absolute error of the solution at x = 0.5 cm relative to the
reference solution. The order of convergence is computed from

p = log (ε1/ε2)

log (�t1/�t2)
,

where �t1 and �t2 are two successive step size choices and ε1

and ε2 are the corresponding errors. Table 2 confirms the second-
order convergence of the SDIRK2 method.

3.2. UNPHYSICAL OSCILLATIONS
We observed unphysical oscillations in different situations,
including different spatial dimensions, i.e., from one to

Table 2 | Convergence results for the SDIRK2 method applied as the

PDE solver for the bidomain model.

Cell model �t ε p

LR1

2.50 · 10−2 6.49 · 10−3 –
1.25 · 10−2 1.76 · 10−3 1.88
6.25 · 10−3 4.35 · 10−4 2.02
3.13 · 10−3 9.23 · 10−5 2.24

Courtemanche

1.25 · 10−1 1.46 · 10−2 –
5.00 · 10−2 2.80 · 10−2 1.80
2.50 · 10−2 5.60 · 10−4 2.32
1.25 · 10−2 1.05 · 10−4 2.41

Errors are computed at t = 5 ms at x = 0.5 cm with �x = 5 · 10−3 cm for the

LR1 cell model and �x = 1 · 10−2 cm for the cell model of Courtemanche

et al. [23].

three, different mesh sizes, different cell models, i.e., LR1
[22], Courtemanche et al. [23], Maleckar et al. [24], Noble
et al. [25], Nygren et al. [26], Winslow et al. [27], and ten Tusscher
et al. [28], and different initial conditions, i.e., continuous initial
conditions (with stimulus) and discontinuous initial conditions.
We now present two different scenarios in which unphysical
oscillations are exhibited.

3.2.1. Scenario I: Coarse time step
Scenario I is similar to a numerical experiment in Whiteley [11].
The spatial domain is [0, 0.5] × [0, 0.5] cm, discretized uniformly
with a spatial resolution of �x = �y = 0.0025 cm with N =
40, 401 nodes and 80, 000 triangles. We use �tPDE = 0.4 ms,
�tODE = 0.01 ms, χ = 1400/cm, Cm = 1 μF/cm2, and the LR1
cell model. The tissue fibers are taken to be parallel and aligned
with the x-axis, yielding diagonal conductivity tensors σi =
diag(σ

f
i , σ

n
i ), σe = diag(σ

f
e , σ

n
e ), with σ

f
i = σ

f
e = 2.63 mS/cm,

σ n
i = 0.263 mS/cm, and σ n

e = 1.087 mS/cm. A stimulus with
amplitude of −50, 000μA/cm3 and duration of 2 ms is applied to
the lower left-hand corner region [0, 0.1] × [0, 0.1] cm, causing
an excitation wave to spread across the domain. The simulation
duration is 20 ms. Unphysical oscillations can be generated in
three dimensions similarly.

For comparison purposes, we generated a reference solu-
tion with�x = �y = 0.001 cm,�tPDE = 0.01 ms, and�tODE =
0.001 ms. Figure 1A shows a time series plot of the reference solu-
tion at the spatial point (0.125, 0.125). The oscillations in the
solution produced using CN at the spatial point (0.125, 0.125) are
displayed in Figure 1B. These oscillations are attenuated during
the plateau phase, at which point the solution looks more physi-
cally reasonable. The corresponding plots for SDIRK2 and BE can
be seen in Figures 1C,D, respectively.

In Figure 2A, the reference solution is displayed on
[0, 0.5] × [0, 0.25] cm. The corresponding solution pro-
duced by CN is displayed in Figure 2B. Unphysical oscillations
can be seen across the action potential wavefront. The corre-
sponding plots for SDIRK2 and BE are displayed in Figures 2C,D,
respectively. There are obvious inaccuracies in all the solutions
because of the relatively coarse meshes, but it is also clear
that neither the SDIRK2 nor BE methods exhibit unphysical
oscillations.

All other things being equal, one way to decrease the oscil-
lations for CN is to decrease �tPDE. The oscillations in the
solution produced using CN with �tPDE = 0.3 ms at the spatial
point (0.125, 0.125) are displayed in Figure 3A. The correspond-
ing plots for �tPDE = 0.2 ms and �tPDE = 0.1 ms can be seen in
Figures 3B,C, respectively. As can be seen, suppression of unphys-
ical oscillations to visual accuracy requires the use of �tPDE =
0.1 ms.

These observations can be understood in terms of the ampli-
fication factors of the methods. For the purposes of analysis, in
Equations (8) and (9), we let σ = 0.263, L = 0.5, �x = 0.0025,
and N = 0.5/0.0025 = 200, with ϕ = ϕ(n) = ω(n)�x = nπ

L �x.
The CN and SDIRK2 amplification factors as a function of
wave number index n are shown in Figure 4. The amplifica-
tion factor of the BE method behaves similarly to that of the
SDIRK2 method (details omitted). Figure 4 shows that although
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FIGURE 1 | Plots of the transmembrane potential at the spatial point (0.125, 0.125) and t ∈ [0, 20] ms for Scenario I: (A) reference solution, (B) CN

solution, (C) SDIRK2 solution, and (D) BE solution.

FIGURE 2 | Plots of the transmembrane potential on [0, 0.5] × [0, 0.25] cm at t = 8 ms for Scenario I: (A) reference solution, (B) CN solution, (C)

SDIRK2 solution, and (D) BE solution.

FIGURE 3 | Plots of the transmembrane potential at the spatial point (0.125, 0.125) and t ∈ [0, 20] ms for Scenario I using CN and: (A)

�tPDE = 0.3 ms, (B) �tPDE = 0.2 ms, and (C) �tPDE = 0.1 ms.

both methods have similar damping properties at low wave
numbers for �tPDE = 0.4 ms, at high wave numbers (as n →
N), GCN (ϕ) → −1+ (weak damping) whereas GSDIRK (ϕ) →
0 (strong damping). CN has better damping properties using
�tPDE = 0.1 ms.

3.2.2. Scenario II: Fine time step
In Scenario II, the spatial domain is [0, 0.4] × [0, 0.4] cm, dis-
cretized uniformly with a spatial resolution of �x = �y = 1 ·
10−3 cm with N = 160, 801 nodes and 320, 000 triangles. We
use �tPDE = 1 · 10−2 ms and �tODE = 1 · 10−3 ms. We use χ =
1400/cm, Cm = 1μF/cm2, the LR1 cell model, and conductivities
2.63 mS/cm along the fiber in both the intracellular and extra-
cellular conductivity tensors, 0.263 mS/cm perpendicular to the
fiber in the intracellular conductivity tensor, and 1.087 mS/cm

in the extracellular conductivity tensor. A discontinuous initial
condition with v0 = 100 mV on [0, 0.004] × [0, 0.032] cm and
v0 = −83, 853 mV otherwise is used, causing an excitation wave
to spread across the square. A simulation duration of 2 ms suffices
to capture the behavior of interest. Unphysical oscillations can be
generated in three dimensions similarly.

For comparison purposes, we generated a reference solu-
tion with �x = �y = 5 · 10−4 cm, �tPDE = 1 · 10−3 ms, and
�tODE = 1 · 10−4 ms; it is shown in Figure 5A. The oscilla-
tions in the solution produced using CN at the spatial point
(0.004, 0.032) are displayed in Figure 5B. The correspond-
ing plots for SDIRK2 and BE are displayed in Figures 5C,D,
respectively.

In Figure 6A, the reference solution is displayed on
[0, 0.2] cm × [0, 0.1] cm. The solution produced by CN is
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displayed in Figure 6B. The corresponding plots for SDIRK2 and
BE are shown in Figures 6C,D, respectively. The SDIRK2 and BE
solutions agree well with the reference solution.

Unphysical oscillations can be seen around the location
of the discontinuity. The initial solution is displayed on
[0, 0.05] cm × [0, 0.05] cm in Figure 7A. The oscillations in the
solution produced using CN at time 0.1 ms are displayed in
Figure 7B. The corresponding plots at time 0.2 ms and 0.5 ms can
be seen in Figures 7C,D, respectively.

FIGURE 4 | CN and SDIRK2 amplification factors from Equations (9)

and (10) for Scenario I.

All things being equal, one way to decrease the oscillations
for CN is to decrease �tPDE. The oscillations in the solution
produced using CN with�tPDE = 5 · 10−3 ms at the spatial point
(0.004, 0.032) are displayed in Figure 8A. The corresponding
plots for �tPDE = 2 · 10−3 ms and �tPDE = 1 · 10−3 ms can be
seen in Figures 8B,C, respectively. As can be seen, suppression
of unphysical oscillations to visual accuracy requires the use of
�tPDE = 1 · 10−3 ms. A solution with approximately the same
accuracy can be obtained using the SDIRK2 method with a
�tPDE ten times as large. Such an increase in time step would
more than offset the additional cost of using the SDIRK2 method
as the PDE solver.

As in Scenario I, these observations can be understood in terms
of the amplification factors of the methods. In Equations (8) and
(9), we let σ = 2.63, L = 0.4,�x = 0.001, and N = 0.4/0.001 =
400, where ϕ = ϕ(n) = ω(n)�x = nπ

L �x. The CN and SDIRK2
amplification factors as a function of wave number index n are
given in Figure 9, again showing that for �tPDE = 0.01 ms as
n → N, GCN (ϕ) → −1+ whereas GSDIRK (ϕ) → 0. CN has better
damping properties using�tPDE = 0.001 ms.

4. DISCUSSION
We have investigated numerical methods within a commonly
used operator-splitting technique for solving the bidomain
model. Specifically, we have considered a two-stage, second-order,
L-stable SDIRK2 method to solve the split linear PDE system
(3) as an alternative to the popular CN and BE methods. The
BE method is L-stable and widely used for solving the bidomain
model, but previous studies have indicated that second-order

FIGURE 5 | Plots of the transmembrane potential at the spatial point (0.004, 0.032) and t ∈ [0, 2] ms for Scenario II: (A) reference solution, (B) CN

solution, (C) SDIRK2 solution, and (D) BE solution.

FIGURE 6 | Plots of the transmembrane potential on [0, 0.2] × [0, 0.1] cm at t = 2 ms for Scenario II: (A) reference solution, (B) CN solution, (C)

SDIRK2 solution, and (D) BE solution.

www.frontiersin.org July 2014 | Volume 2 | Article 40 | 7

http://www.frontiersin.org
http://www.frontiersin.org/Computational_Physics/archive


Torabi Ziaratgahi et al. Suppressing unphysical oscillations in the bidomain model

FIGURE 7 | Plots of the transmembrane potential on [0, 0.05] × [0, 0.05] cm using CN for Scenario II at: (A) t = 0.1 ms, (B) t = 0.2 ms, and (C)

t = 0.5 ms.

FIGURE 8 | Plots of the transmembrane potential at the spatial point (0.125, 0.125) and t ∈ [0,0.5] ms for Scenario II using CN and: (A)

�tPDE = 0.005 ms, (B) �tPDE = 0.002 ms, and (C) �tPDE = 0.001 ms.

FIGURE 9 | CN and SDIRK2 amplification factors from Equations (9)

and (10) for Scenario II.

methods based on the CN method are more efficient than first-
order methods [12]. However, as demonstrated in Whiteley [11],
the poor damping properties of CN may lead to unphysical oscil-
lations for certain combinations of spatial and temporal resolu-
tions. Although such oscillations are normally transient, they may
lead to solver divergence and failure in the context of operator
splitting and strongly non-linear cell models.

We have applied von Neumann stability analysis to explain the
oscillations seen in Whiteley [11] in terms of the amplification

factor of the numerical method. Furthermore, the stability analy-
sis revealed qualitative relations between model parameters and
the magnitude of unphysical oscillations. The stability analysis
confirms the superior damping properties of the L-stable SDIRK
method, and it predicts that weakly damped oscillations do not
generically occur for this method. Numerical experiments con-
firm this result, and switching from CN to SDIRK2 is observed to
be effective for suppressing unphysical oscillations.

When solving the bidomain model with operator-splitting
methods, the total CPU time is the sum of the time spent on solv-
ing the ODE systems in (2) and the PDEs in (3). The relative time
spent on each part varies with the numerical methods used and, in
particular, with the choice of cell model. However, when optimal-
order PDE solvers are applied, the ratio is independent of mesh
size [29]. The great variability in cell models used makes it gen-
erally difficult to quantify the contribution of each part, but both
typically make a significant contribution to the total CPU time.
Because the matrices in (6) are constant in time and therefore
assembled only once, the CPU time for the PDE step is dominated
by solving linear systems. The CN and BE methods require one
linear solve per time step, while the SDIRK2 method requires two.
If there were no other computational costs associated with solving
the bidomain model, one step of a fractional-step method using
the SDIRK2 method would be twice as costly as one using CN or
BE. However, this upper bound is generally not sharp. Suppose for
instance that when using the CN method as the PDE solver, α%
of the total CPU time is spent on solving (3), and the rest is spent
on (2). The cost of the fractional-step method using SDIRK2
relative to CN is then 100 + α%. Depending on the choice of cell
model, α may vary from almost negligible to well above 50, and
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these variations affect the relative overall cost of using the SDIRK2
method. However, in Scenarios I and II above we saw that remov-
ing the oscillations when using the CN method required time step
reductions on the order of 4–10, yielding much larger CPU times
than those required when using the SDIRK2 method.

In conclusion, use of the SDIRK2 method within a fractional-
step method represents a robust alternative to using the popular
CN method for solution of the bidomain model. Being a method
of second order, the accuracy is comparable to the CN method.
The computational cost of the SDIRK2 step is greater than that
of CN. However, the cost of the overall solver may be dominated
by other factors such as solving the ODEs, in particular for large,
complicated, or stiff cell models. Preliminary efficiency estimates
indicate that the use of CN results in a slightly more efficient
method when strict error tolerances are used because unphysi-
cal oscillations are not normally observed. However, such error
tolerances may not always be necessary to obtain useful data in
practice. In such cases, the data can be more efficiently obtained
using the SDIRK2 method proposed. Overall, the added robust-
ness of SDIRK2 comes with a relatively small computational cost
while at the same time eliminating the possibility that unfortunate
parameter combinations lead the solver to generate unphysical
oscillations and potentially fail.
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