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Magnetic reconnection is essentially a multi-scale phenomenon, driven by kinetic process in microscopic region and enabling explosive energy conversion from magnetic field energy to plasma kinetic energy in large area. It has been poorly understood how the kinetic process around the x-line connects to the magnetohydrodynamics (MHD) scale process in the reconnection downstream region. The present study has investigated the energy conversion process in the region far downstream of the x-line, by means of the particle-in-cell (PIC) simulation with the adaptive mesh refinement (AMR). The AMR-PIC model enables efficient kinetic simulation of multi-scale phenomena using dynamically adaptive meshes. It is found that the ion energy gain dominates in the reconnection region and is carried out mainly in the exhaust center rather than the exhaust boundaries. The simulation results suggest that the energy conversion process in collisionless magnetic reconnection is significantly different from that in the MHD reconnection model in which most energy conversion occurs at slow mode shocks formed at the exhaust boundaries.
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INTRODUCTION

Magnetic reconnection is a natural energy converter that allows explosive energy release of the magnetic field energy into plasma kinetic energy. The reconnection process is essentially multi-scale. The magnetic dissipation driving the reconnection process takes place in a localized region formed around the x-line, while it has a significant impact on large-scale dynamics of the planetary magnetosphere, leading to the global change of the field line configuration and the global plasma convection.

In collisionless reconnection, the dissipation (i.e., the effective resistivity) around the x-line is caused by the transport of the electron momentum in the diffusion region scaled by the electron kinetic scales [1]. The momentum transport of the electrons is achieved due to the Speiser-type motions in the vicinity of the x-line [2] and/or the wave-particle interactions that disturb the electron motions [3]. It is known that the former effect generates the electron pressure tensor term in the generalized Ohm's law [4–6]. In association with the magnetic dissipation, the energy conversion occurs around the x-line [e.g., 7], so that the electrons obtain significant energy from the electric and magnetic field. On the other hand, it is known that major amount of the energy released in reconnection goes to the ions that have a much larger mass than the electrons [e.g., 8]. Thus, the ion acceleration processes could be more important in the overall energy conversion process through magnetic reconnection.

So far, a number of particle-in-cell (PIC) simulations [9–11] and hybrid simulations [12, 13] have revealed that the ions are also accelerated through the Speiser-type motions near the x-line in the same way as the electrons are. The associated meandering motions result in the counter-streaming components at the reversal of the magnetic field. Indeed, such the counter-streaming ions have been clearly evidenced by the satellite observations [14]. On the other hand, the large-scale dynamics beyond the ion kinetic scales has been believed to be well-described in the magnetohydrodynamics (MHD) framework. In the MHD reconnection model facilitating a fast reconnection, most of the energy conversion occurs at a pair of slow mode shocks extending from the diffusion region [15]. In fact, the slow shock-like structures have been observed in the Earth's magnetotail associated with reconnection [16–18]. Therefore, the both energy conversion models in the kinetic and MHD frameworks have been demonstrated by the observations.

The question arising here is how the kinetic process around the x-line connects to the MHD-scale process far downstream of the x-line. Several simulation models have been recently developed to investigate the multi-scale dynamics of collisionless reconnection [19–21]. The basic strategy of these models is to use multi-grid or embedded grid techniques. High resolution simulation with the full kinetic physics is carried out only around the x-line, while much lower resolution with the full kinetic or fluid approach is applied in most part of the simulation domain. These advanced techniques are very helpful in reducing the computational cost and in increasing the size of the simulation domain. The large-scale simulations enable self-consistent description of both the kinetic physics around the x-line and large-scale evolution of reconnection. It is also known that the structure of the electron diffusion region is dynamically evolved [e.g., 11], so that the high resolution region should be changed as time goes on. In this point of view, the dynamically adaptive meshes are optimal tool to minimize the computational cost to describe collisionless reconnection.

The previous PIC simulations with the adaptive mesh refinement (AMR) have suggested that the acceleration mechanisms of the ions and electrons in collisionless reconnection could be significantly different from those expected in the MHD reconnection model even far downstream of the x-line [22]. Similar simulation results are also reported using the usual PIC codes without the AMR [23, 24]. The ions are accelerated in the current layer formed at the center of the exhaust rather than at the interface boundaries of the exhaust. The electrons experience two-step acceleration, i.e., parallel acceleration along the field lines and perpendicular acceleration in the current sheet. The previous study has focused on the acceleration mechanisms of each particle. In the present study, we investigate the accumulative energy conversion [image: image] near the x-line and far downstream of the x-line.

METHODOLOGY

Because of the multi-scale nature of magnetic reconnection, numerical simulation is a strong and promising tool to lead to the comprehensive understanding of the underlying physics. It was the MHD simulation that pioneered simulation study of reconnection in a self-consistent manner [25, 26]. The MHD simulation has a great advantage in modeling large-scale evolution of reconnection with reasonable computer resources. It is also easy in MHD to examine a variety of the initial and boundary conditions. However, the MHD equations do not contain the kinetic physics explicitly, so that the processes near the x-line are artificial and/or numerical. It is interesting to note that the large-scale evolution of the MHD reconnection is sensitive to the modeling of the kinetic physics [27–29]. In other words, the kinetic physics in the microscopic region could be important in determining the large-scale dynamics of reconnection and relevant magnetospheric dynamics [30].

The hybrid PIC simulation is also widely used in describing reconnection, where the particle ions are coupled with the mass-less fluid electrons. In the hybrid simulation, the ion kinetic physics is fully included as well as the Hall term in the generalized Ohm's law. However, the electron kinetic equations are not explicitly solved, so that the magnetic dissipation around the x-line is artificial and/or numerical. More serious problem in this model is that it can be contaminated by significant numerical noise [e.g., 31]. The numerical noise arises partially from dispersion waves that are not described in MHD. Because of the inclusion of the Hall term, the whistler dispersion is incorporated into the system. However, the electron inertia is not included, so that the group velocity is significantly increased for large wavenumber such as ∂ω/∂k∝k, which can break the Courant condition for short wavelength whistlers. The numerical noise can be reduced by introducing the finite electron inertia in the basic equations, but the computational cost is inevitably increased [31].

The full PIC simulation has been the most effective method to describe the evolution of collisionless reconnection [32]. In this model, both the ions and electrons are treated as particles, so that the full kinetic effects are included. The trade-off is the computational cost. Since the PIC model contains the fully electron physics explicitly, the spatial and temporal scales of the electrons must be resolved in the simulation. This model also solves the full Maxwell equations, giving rise to light waves propagating with the speed of light, which imposes severe constraint in the spatial and temporal grid scales acceptable in the simulation. Because of the large demand of the computer resources, the usage of the PIC simulation has been limited to the microscopic process around the x-line on the order of the ion scales, and it has been difficult to cover the macroscopic process by the PIC simulation with moderate computer resources (e.g., ~1TB memory). The strong restrictions in the explicit PIC code can be mitigated by using full-implicit PIC [e.g., 33–35] or semi-implicit PIC [e.g., 36–38] schemes. The advantage of these implicit schemes is that they can be numerically stable, even if the grid size and time steps are larger than the electron scales, at the cost of the electron physics. Thus, the implicit PIC codes can be useful for the phenomena where the electron-scale processes have little impact on the macroscopic processes.

Figure 1 shows a schematic diagram indicating the spatial and temporal scales that each simulation model can cover. The explicit PIC simulation must resolve the electron scales to suppress the numerical noise. As a result, this model cannot access large-scale processes that are covered by the MHD simulation. The implicit schemes enable the access to larger scale than the explicit scheme does, at the cost of the electron physics. This is why the coupling process in reconnection, between the kinetic process around the x-line and MHD-scale process far downstream of the x-line, has been poorly understood.
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FIGURE 1. Typical spatial and temporal scales in the Earth's magnetotail together with the ranges that each simulation model can cover. Here, λDe is the electron Debye length, ρs = vth, s/ωcs the gyro radius of species s (i for the ions and e for the electrons) with [image: image] the thermal velocity, λs = c/ωps the inertia length of s, L the size of the Earth's magnetosphere with T the duration of the substorm growth phase, and LC the collision mean free path with TC the collision time. The scales are estimated, based on Ti = 1keV, Te = 100eV, n = 0.3cm−3, and B = 30nT.



In order to bridge this gap, the present study has employed the adaptive mesh refinement (AMR) to the PIC code. The AMR technique subdivides computational cells locally in space and dynamically in time, achieving dynamically adaptive meshes to increase the dynamic range to be solved. For simulation of the current sheet evolution, the AMR-PIC code is designed to provide fine meshes only around the central current sheet where the plasma density is high, i.e., the electron scales are small, as represented by the electron inertia length λe = c/ωpe (c and ωpe are the speed of light and the electron plasma frequency, respectively). In most of the simulation domain outside the central current sheet, much coarser meshes are used, which enables much more efficient PIC simulation than the usual one, where all the simulation domain must be covered by the finest meshes. It is worth noticing that similar efforts have been made to bridge the gap between the electron and MHD scales, by developing a multi-level multi-domain method [20] and an embedded PIC method in MHD [21].

The AMR-PIC code uses the same equations as the usual explicit PIC code, where the Maxwell equations are solved on the staggering grids and the particle velocities and locations are advanced by the Buneman-Boris method. The main difference between the AMR-PIC and the usual PIC is in the data structure for the quantities defined on the grids. In the usual PIC code, the data is treated on an array with multiple dimensions consistent with spatial dimensions of the simulation domain. Each data location on the array corresponds to the spatial location in the simulation domain. Such the data structure has a great advantage in solving the finite differential equations, since the access to the data on the neighboring grids is very easy. In the AMR-PIC code, on the other hand, the data is aligned on a 1D array independent of the spatial location in the simulation domain. The 1D data structure enables flexible allocation of the data on the spatial grids, regardless of the grid size, so that it facilitates the implementation of the dynamically adaptive meshes. In order to solve the finite differential equations, each data residing closely in space is connected by a set of pointers that are used to identify the neighboring grids.

The fine cells are generated on the coarser cells. The Maxwell equations are solved on each cell level separately. In the region where different cell levels are overlapped, the numerical solutions from fine level cells are employed on coarse level cells. It is also necessary to define the boundary conditions for each cell level. They are provided due to an interpolation of the solutions from the coarser level cells, so that the magnetic fluxes through the cell surfaces are conserved. The particle velocities and locations are advanced using the field data on the finest level cells accessible at each particle's location. The AMR-PIC code performs particle splitting, when the particles move into finer cell region, and also particle coalescence, when they move out from the region. The particle splitting and coalescence are needed to control the number of particles per cell and to suppress the numerical noise raised due to low statistics of the particles.

Figure 2 shows an example of the AMR-PIC simulation in the 2D plane orthogonal to the initial magnetic field. The initial profile employed is the Harris-type current sheet [39] with no guide field, such as Bx(z) = −B0tanh(z/δ) and [image: image], where nb and δ are the background density and the half width of the current sheet, respectively, and are set as nb = 0.044n0 and δ = 0.5λi with λi = c/ωpi the ion inertia length based on n0. The ion-to-electron mass ratio is mi/me = 100. The other parameters are Ti/Te = 3.0 and vth, e/c = 0.15 with [image: image]. Each computational cell can be subdivided into four cells in the 2D case. The criteria for the subdivision are ΔL ≥ 2.0λDe or Vey ≥ 2.0VA at the center of each cell with the size ΔL, where λDe is the local electron Debye length and VA is the Alfvén velocity based on B0 and n0. The criterion for the electron bulk velocity is helpful to pick up the locations where the electron-scale structures are likely formed due to the local super-Alfvénic acceleration. The number of the total refinement levels allowed in the simulation is fixed through the run to be four. The normalization parameters are mi for mass, e for charge, λi for length, and VA for velocity. As seen in Figure 2, the distribution of the refinement meshes is dynamically changed in accordance with the current sheet evolution. We found that the AMR works on the current sheet problems very effectively and, in most cases, saves more than 90% of the computational memory and computational time.
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FIGURE 2. Results from 2D AMR-PIC simulation in the yz plane showing time evolution of the electron density (color contours) with the distribution of the computational meshes (white grids).



The present study focuses on a large-scale evolution of collisionless magnetic reconnection. The simulation is performed in the 2D xz plane that is orthogonal to the initial current density. The initial conditions are the same as those in the above example in the yz plane, except that the current sheet width is δ = λi in this simulation. The boundary conditions employed are “open” both in the inflow (z) and outflow (x) directions, so that both of the particles and magnetic fluxes can smoothly pass across the boundaries. The system size is Lx × Lz = 655λi × 328λi, which is entirely covered by base-level cells (coarsest cells) with ΔLB = 0.08λi and can be locally subdivided up to the dynamic range level with ΔLD = 0.02λi. Thus, the highest resolution in space, evaluated by the effective number of the finest cells, is 32, 768 × 16, 384. The maximum number of particles used is ~1010 for each species, indicating that the simulation is carried out with only ~1TB memory. The analyses in this paper are performed for the base level cells.

RESULTS

The simulation is initiated with a small island to the out-of-plane component of the vector potential. This island provides a small perturbation to the magnetic field around the center of the simulation domain and facilitates the onset of magnetic reconnection. Once the reconnection process has been triggered, the rate of reconnection quickly reaches a quasi-steady value of ER~0.1, where ER is evaluated by the out-of-plane electric field at the x-line and is normalized to the instantaneous values in the inflow region. During the fast reconnection, the electron current layer formed around the x-line is elongated in the outflow direction and is subject to plasmoid formations. Repeating the electron layer elongation [11] and plasmoid ejection [40], the reconnection exhaust expands to a distance far downstream of the x-line on the order of 100λi.

In Figure 3A, the ion flow pattern in the quasi-steady phase as well as the field line structure are shown. The exhaust region dominated by the intense outflow jet, i.e., |Vix|[image: image]|Viz|, is clearly separated from the inflow region characterized by the vertical flow with |Vix|[image: image]|Viz|. Therefore, the isoline of |Vix|−|Viz| = 0, indicated by the thick black curves, can be a good indicator of the interface between the inflow and outflow regions. The local energy exchange between the electric and magnetic field and plasma is carried out through [image: image], such that
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where ms and [image: image] are mass and distribution function, respectively, for species s (s = iore). As described in these equations, [image: image] expresses the local consumption of the electric and magnetic energy, leading to the local enhancement of the ion and electron energy without energy fluxes.
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FIGURE 3. Results from 2D AMR-PIC simulation of magnetic reconnection at tωci = 140 in the xz plane showing (A) ion flow vectors, (B C) [image: image], (D E) [image: image], (F G) [image: image], and (H I) 1D profiles along z of [image: image] (black curve), [image: image] (red curve), and [image: image] (blue curve), at (H) x/λi = 485 and (I) x/λi = 320. The locations of the 1D profiles in (H,I) are indicated by dashed lines in (B,D,F) and (C,E,G), respectively. Thick black curves in (A,B,D,F) represent the isolines of |Vix|−|Viz| = 0. These locations are also indicated by dashed lines in (H,I). Dashed boxes in (B,D,F) show the areas magnified in (C,E,G), respectively. Gray curves in (A–G) are the magnetic field lines.



Figures 3B–G show the energy conversions (i.e., [image: image], [image: image], and [image: image]) in the reconnection region. In the region far downstream of the x-line, where the distance from the x-line is on the order of 100λi, the energy conversion [image: image] occurs near the center of the exhaust rather than around the exhaust boundaries (Figure 3B). This is also apparent in Figure 3H, where the 1D profiles show the peaks of [image: image] near z = 0. The energy conversion is mainly caused by the ion energy gain [image: image] near the exhaust center (Figures 3D,H). This picture is consistent with the ion particle dynamics discussed in Fujimoto and Takamoto [22], where the ion acceleration is carried out through the Speiser-type motion in the current layer formed in the exhaust center. Thus, the mechanism for the ion energization is significantly different from that expected in the MHD reconnection model where plasma acceleration occurs at slow mode shocks separating the inflow and outflow regions.

It is interesting to note that the electrons lose energy in the most part of the exhaust except for the very localized region near the exhaust center (Figures 3F,H). This is because the electron outflow inside the exhaust is mostly guided by the magnetic field, so that the out-of-plane flow direction is in the −y direction due to the Hall magnetic field. This direction turns out to be the same as that of the reconnection electric field, which results in the net energy loss of the electrons. Only in the central region of the exhaust on the scale of λe, the electrons can be unmagnetized, so that they are effectively accelerated due to the reconnection electric field, leading to [image: image].

In the region near the x-line, where the distance from the x-line is on the order of 10λi, it is found that the [image: image] profile is significantly different from that in the region far downstream of the x-line (Figures 3C,I). As shown in Figure 3I, positive energy conversion [image: image] has three peaks, i.e., at the exhaust center and at the exhaust boundaries. Distinct from the far downstream region, the positive energy conversion is mostly contributed by the electrons near the x-line. In particular, the electron energy gain is remarkable at the exhaust boundaries as well as the exhaust center where the electron magnetization breaks. In fact, in the exhaust boundaries near the x-line, the electrons are strongly accelerated toward the x-line due to double layers (i.e., localized parallel electric fields) [41], which results in [image: image] near the exhaust boundaries.

The ion energy gain [image: image] is positive throughout the exhaust near the x-line (Figures 3E,I), consistent with an earlier research [7], except in the central exhaust. In the present simulation, [image: image] has a dip in the central exhaust, because the meandering ions quickly pass through this region without sufficient time for the acceleration due to the reconnection electric field. However, such the dip did not appear in the earlier research [7]. This is possibly because the earlier research imposed a small guide field throughout the simulation domain, which deformed the meandering orbits and resulted in more effective acceleration in the central exhaust. Similar dip in [image: image] also appears at the x-line (x/λi ≈ 306) for the same reason as in the exhaust. Instead of [image: image], the electron energy gain, [image: image], dominates significantly at the x-line. It is known that the energy gain at the x-line is non-reversible and results in the magnetic dissipation to drive reconnection [42]. However, the magnetic dissipation is dominant only in very vicinity of the x-line (typically within ~10λe from the x-line), while most energy conversion occurs in the exhaust as modeled by Petschek [15].

It has been stated in earlier simulations with relatively smaller system [e.g., 43, 44] that a leading edge of the outflow jet, so-called the dipolarization front, is a major region of the ion energy conversion. However, the front region is very localized in space, so that the role of the energy conversion there becomes limited, as the exhaust expands far downstream from the x-line on the order of 100λi. Figure 4 shows the snap shots of the energy conversion in a broad area from the x-line region to the dipolarization front. Although the energy conversion rate is very high in the localized region of the front, the impact on the total energy conversion through the reconnection process is limited because of the locality. Furthermore, it is found that there is a region around the front where the ion energy gain is strongly negative. In this region, the magnetic field is compressed by the dynamic pressure of the outflow jet, that is, work is done by plasma to the magnetic field. In conclusion, the major energy conversion is carried out in the exhaust rather than in the outflow jet front, if the reconnection region has expanded sufficiently.


[image: image]

FIGURE 4. Results from the same simulation run and at the same time as in Figure 3, but focusing on the left-hand side of the x-line. The formats for (A–D) are the same as those for (B,D,F,H), respectively, in Figure 3.



The effect of plasmoid is also small in terms of [image: image]. As shown in Figures 3, 4, the intensity of [image: image] is temporarily high inside the plasmoids both in positive and negative senses. The net energy gain is found to be almost zero, so that the plasmoid itself has little contribution to the energy exchange. The current sheet structure is temporarily affected by the plasmoid passing through the exhaust. However, the energy conversion process is not changed between before (Figure 3H) and after (Figure 4D) the plasmoid passing.

CONCLUSION

The present study has investigated multi-scale processes of collisionless magnetic reconnection by means of large-scale kinetic simulations. In particular, we have focused on the energy conversion process of the magnetic field energy into the plasma kinetic energy through reconnection. The goal of this study is to reveal how the kinetic process around the x-line connects to large-scale process far downstream of the x-line where the MHD approximation is believed to be valid. For this purpose, we have developed a multi-scale PIC simulation code with the AMR, which employs the dynamically adaptive meshes on the full particle simulation and enables efficient simulation of multi-scale kinetic processes. We have confirmed that the AMR-PIC code can dramatically save the computer resources for the simulation of the current sheet evolution, so that it works as a strong tool for simulating collisionless magnetic reconnection.

The large-scale AMR-PIC simulations have suggested that the energy conversion process in collisionless reconnection differs from that in the MHD reconnection model represented by the Petschek's model [15], even in the region far downstream of the x-line. In the MHD reconnection model, most energy conversion occurs at slow mode shocks formed at the exhaust boundaries (Figure 5A). On the other hand, in collisionless reconnection, most part of energy goes to the ions which energy gain mainly occurs in the current layer formed at the exhaust center (Figure 5B). As discussed in the previous study [22], the ion acceleration is carried out through the Speiser motion [2] that requires the kinetic treatment for the ions. These simulation results imply that collisionless magnetic reconnection could be essentially different from the MHD reconnection in terms of the energy conversion process.


[image: image]

FIGURE 5. Schematic diagrams showing the ion acceleration process (red arrows) in (A) Petschek-type reconnection and (B) kinetic reconnection. In Petschek-type reconnection, most energy conversion occurs at a pair of slow mode shocks (orange dashed lines) extending from the diffusion region. On the other hand, in kinetic reconnection, the ions are mainly accelerated in the current layer (orange areas) formed at the center of the exhaust and are ejected along the field lines.



It is interesting to note that, near the x-line (on the order of 10λi from the x-line), the electrons are strongly accelerated at the exhaust boundaries, which is not dominant in the exhaust far downstream of the x-line (on the order of 100λi from the x-line). The electron acceleration is mainly due to an electrostatic potential hump (a double layer) that is locally formed in the separatrix regions. The further investigation will be needed to understand why such the double layers are formed only around the x-line and not in the far downstream region.
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