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The complex between complement system proteins C5b and C6 is the cornerstone for
the assembly of the membrane attack complex (MAC, also known as C5b6789n). MAC
is the terminal product of three converging pathways of the complement system and
functions as a pore forming complex on cell surfaces, as a response of the immune
system in fighting pathogens. However, when proper regulation of the complement
system is compromised, MAC also attacks host tissues and contributes to several
complement-mediated autoimmune diseases. We performed a molecular dynamics and
electrostatics study to elucidate the mechanism of interaction between C5b and C6
and the formation of the C5b6 complex. The C5b6 interface consists of three binding
sites stabilized predominantly by van der Waals interactions, and several critical salt
bridges and hydrogen bonds. We discuss differences between domains C5d and C3d
that lead to mono-functionality of C5d in acting as the scaffold for MAC formation, as
opposed to dual functionality of C3d in acting as an opsonin for phagocytosis and
as a link between innate and adaptive immunity, based on a comparative sequence,
structural, and physicochemical analysis. We also extended our analysis to pathway
dynamics to demonstrate the significance of consumption-production rates of C5b, C6,
and C5b6 that lead toward MAC formation. Finally, we propose that C5d is a target for
drug discovery, aiming to the inhibition of the MAC formation in autoimmune diseases
originating from MAC-mediated host cell lysis.

Keywords: complement system, complement protein C5, complement protein C6, C5b6 complex, membrane

attack complex, molecular dynamics, electrostatics

INTRODUCTION

As part of the innate immunity, the complement system orchestrates a cascade of biochemical
reactions that result in pathogen elimination and in activation of the adaptive immune response
[1, 2]. The versatile response of the complement system emerges from its three pathways known as
alternative, classical, and lectin, that are either constitutively active in the fluid phase (alternative
and classical pathway [3–5]) or initiate upon sensing danger-associated molecular patterns on
pathogens (classical and lectin pathways). Activation of all three pathways converges on the
cleavage of complement protein C3 into C3b and C3a [6]. Subsequently, continued propagation
leads to the terminal cascade by cleavage of complement C5 to form C5b and C5a. Complement
C6 then binds to C5b to form the complex C5b6 [7]. This soluble complex then associates with C7
to form C5b67, which later anchors to a nearby surface. Subsequently, the surface bound C5b67
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binds to C8 to form C5b678 [8]. This complex, unlike the
anchored C5b67, forms a pore of 0.9-nm diameter, which
expands later in time to a 3-nm pore [9–11]. Finally, surface
bound C5b678 recruits multiple C9s, to a maximum of 18, to
form the membrane attack complex (MAC or C5b6789n where
n = 1–18) [9, 12]. Although the proteins that make up the MAC
pores are the same (C5b, C6, C7, C8, and C9), there is oligomeric
heterogeneity in the assembly process of MACs. For instance,
oligomerization of two to four C5b678 complexes can bind to a
variable number of C9s to form a joined MAC pore [9]. In any
case, structures of a single MAC pore, comprised of C5b678 in
complex with a polymerized C9, are cylindrical in shape, contain
a single stalk protrusion, and have an inner lumen diameter
of 10- to 11.5-nm [9, 12]. MACs evolved as the only direct
killing mechanism deployed by the complement system to fight
against pathogens; indeed MAC deficiency has been associated
with an increased risk of recurrent meningitis [1]. In addition
to eliminating pathogens, MAC instigates numerous signaling
pathways that directly affect cell cycles. For instance, sublytic
MACs affect cell proliferation and apoptosis by enhancing or
inhibiting the processes [13]. In addition, MACs can directly
mediate cytokine production and platelet activation [13].

The instigation of an immune response via C5b6 is also
detrimental to host-cells unless complement is properly regulated
at the terminal stage [14]. To ensure tissue homeostasis,
multiple checkpoints are present in fluid and surface phases
that target complement propagators such as C3/C5 convertases.
Furthermore, membrane-bound complement regulator, CD59,
is present on host-cells to directly inhibit the assembly of
the MAC and mitigate its deadly effects. However, despite the
regulatory checkpoints, disease-related mutations over-activate
the complement system and disrupt tissue homeostasis by
generating elevated levels of MAC. This level of impairment
propels complement in becoming one of the key drivers
for diseases like hemolytic uremic syndrome (aHUS), age-
related macular degeneration (AMD), and paroxysmal nocturnal
hemoglobinuria (PNH) [15–20].

The formation of C5b6 complex sets the stage for a cascade
of reactions that go beyond just the elimination of pathogens.
C5b6 provides the junction at which the early- and late-stage
complement pathway propagation converge to instigate signaling
cues that are vital for cell survival [13]. Thus, understanding the
governing mechanism behind C5b6 formation provides the basis
for the first step in the assembly of terminal MAC complex that
initiates a range of events, from immune defense to development
of autoimmune diseases.

Complement proteins C3, C4, and C5 are structurally
homologous [21–23] but only C3 and C4 have an internal
thioester bond moiety that is capable of undergoing hydrolysis,
followed by covalent attachment to cell surfaces [24, 25]. After
cleavage of C3 and C4 by convertases to form fragments C3a/C3b
and C4a/C4b, the C3b and C4b fragments are opsonins that
attach to cells surfaces through their thioester domains (TED),
also known as C3d and C4d when they become stand-alone
proteins after additional cleavage steps. The cell-bound C3b is
recognizable by phagocytes for elimination of the C3b-tagged
cells, and also C3b and C4b become part of the convertase

complexes that are responsible for C3 and C5 cleavage. On the
other hand, C5b is missing an internal thioester bond, but it
contains a TED-like domain that is structurally homologous to
the TEDs of C3 and C4. For simplicity we will call hereafter C3d,
C4d, and C5d the TED domains of C3 and C4, and the TED-like
domain of C5, respectively.

Crystal structures of C3b in complex with structurally
homologous modular regulators, Factor H (FH), complement
receptor 1 (CR1) membrane cofactor protein (MCP), decay
accelerating factor (DAF), and smallpox inhibitor of complement
enzymes (SPICE), are available [26, 27]. These regulators are
composed of repeated complement control protein (CCP)
modules and have shown a shared binding mode along the
structure of C3b, comprising modules CCP1-4 (FH, MCP,
SPICE), CCP2-4 (DAF), and CCP15-17 (CR1). All regulators
show contact of one module at the C3d domain of C3b. The
viral vaccinia control protein (VCP), that is structurally and
functionally homologous to SPICE, is also expected to have
a similar binding mode to C3b. In addition, the stand-alone
C3d domain, is known to interact with modules CCP1-2 of
complement receptor 2 (CR2) [28], modules CCP19-20 of FH
[29], in addition to modules CCP1-4 (mentioned above as
interacting along C3b), and S. aureus proteins Efb-C, Ecb, and
Sbi [30, 31]. These structural observations make the C3d domain
multifunctional in interacting with complement natural and
viral regulators, when C3d is part of C3b, and in attracting
CR2, FH (CCP19-20), and bacterial regulators when C3d is
stand-alone. On the other hand, C5b is not known to possess
similar properties as C3b, and C5d is not known to exist in
a stand-alone form. Instead, C5b acts as the first block of a
scaffold that initiates the membrane attack complex, interacting
first with C6, and subsequently with C7, C8, and several C9s,
mentioned above. The crystal structures of C5b6 [32, 33] reveal
that an elongated C6 surrounds half of the C5d domain and
has three sites of contacts with C5b (Figures 1A,B). In addition,
the crystal structure reveals the presence of charged patches on
the surfaces of C5b and C6, and at the binding interface, which
are expected to contribute to structural stability of the complex
through the formation of ionic and hydrogen bonding contacts
(Figures 1C,D).

In this study, first we examine the physicochemical
mechanism of the interaction between C5b and C6. Given that
the C5d domain contributes to the interaction of C5b and C6,
and the multifunctionality of C3d with several sites of interaction
with native regulators and receptors and bacterial and viral
regulators, we present a comparative sequence, structural, and
physicochemical analysis between C5d and C3d. For completion,
we also include C4d in the comparative analysis. Our goal is
to contribute toward understanding mechanisms of function
of C3d, C4d, and C5d at the structural and physicochemical
property level. Finally, we present a systems-biology approach to
understand the pathway dynamics of the terminal complement
cascade that starts at C5b6 complex and ends at MAC [25]. We
performed molecular dynamics (MD) simulations to relax the
crystallographic structure from crystal packing effects, and to
obtain insight on the dynamic character of the structure and
the persistence of the intermolecular contacts at the amino acid
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FIGURE 1 | Surface representation molecular graphics of C5b6 complex in front view (A) and back view (B). C5b is indicated in blue with the thioester-like domain
colored orange while C6 represented in teal. The three sites of interaction between C5b and C6 are marked. Domains of C5b and C6 discussed in text are marked.
Electrostatic potentials mapped onto molecular graphics of C5b6 in front view with C6b represented as transparent outline and on top of C5b (C), and back view with
C5b represented as transparent outline and on top of C6 (D). The color transitions from red to white to blue represent electrostatic potential values of −5 to 0 to 5
kBT/e. Abbreviations utilized are as follows: LDLRa, low-density lipoprotein receptor class A; MACPF, membrane attack complex perforin; MG, macroglobulin; C345C,
netrin domain; CCP, complement control protein; FIMAC, Factor I/membrane attack complex; EGF, epidermal growth factor; and TSP, thrombospondin. Molecular
graphics are generated using the final frame of the MD trajectory.

side chain level. Guided by the findings of our MD analysis, and
by our previous work that has shown that electrostatics plays a
fundamental role on the regulation and function of C3b [34–40]
and C3d [28–31, 41, 42], we performed electrostatic calculations
using conformational states extracted from the MD data.

RESULTS

Molecular Dynamics Analysis
Our goal is to identify the stabilizing interactions that lead
to formation of the C5b6 complex, the initial scaffold for
the assembly of MAC. The crystal structure [32] shows three
major sites of interaction between C5b and C6, named I, II,
III (Figures 1A,B). Interactions between C6 and the thioester
domain of C5b fall under Site I, while interactions of C6 with
the macroglobulin (MG) ring of C5b fall under Sites II and III.

The crystal structure also shows the presence of charged patches
on the surfaces of the two proteins, C5b and C6 (Figures 1C,D),
suggesting that charges may be contributing factors to binding.
We performed an explicit solvent MD simulation, using a crystal
structure as initial conformation, to optimize local geometries
and chemistry and to delineate distinct conformational states
visited throughout the simulation. Analysis of the MD trajectory,
using the molecular mechanics-Poisson-Boltzmann surface area
(MM-PBSA) method, showed an overall favorable binding
energy for the solvated complex, dominated by van der Waals
interactions (Table 1). Given the observation of many charged
patches on the surfaces of C5b and C6 (Figures 1C,D), but
overall unfavorable polar contribution to binding (Table 1), we
analyzed the frequency of occurrence of intermolecular pairwise
polar interactions to obtain a closer look into the nature of
polar contributions. Specific intermolecular salt bridges often
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TABLE 1 | Calculated MM-PBSA energies from the MD trajectory.

Energy component Mean ± SD (kJ/mol)

MM van der Waals (vdW) −983.7 ± 107.5

MM electrostatic 795.4 ± 390.8

Poisson-Boltzmann (PB) solvation −450.2 ± 386.6

Nonpolar solvation −140.2 ± 11.7

1G(total) −778.6 ± 94.1

stabilize protein complexes, an effect that has been termed ionic
tethering, and so do intermolecular hydrogen bonds, even if the
overall energetic contribution is dominated by van der Waals
interactions of hydrophobic chemical groups [43].

We characterized the significance of intermolecular polar
interactions by evaluating the number of salt bridges and
hydrogen bonds that occur across the C5b6 binding interface at a
frequency of at least 20% during theMD trajectory. Figures 2A,B
shows occupancy (frequency of occurrence during the MD
trajectory) maps for intermolecular salt bridges and hydrogen
bonds, respectively. The C5b6 complex has 13 intermolecular
salt bridges with distance cutoff of 5 Å, and 11 intermolecular
hydrogen bonds, demonstrating varying levels of persistence
throughout the trajectory.

The 13 intermolecular salt bridges (and protein/domain)
in decreasing order of persistence (81–20%) are: Lys1117
(C5b/C5d)-Glu2217(C6/CCP1), Lys884(C5b/CUB)-Asp2226
(C6/CCP1), Glu646(C5b/MG Ring)-Arg1704(C6/LDLRa), Asp1
076(C5b/C5d)-Arg2279(C6/CCP2), Lys1139(C5b/C5d)-Glu
2187(C6/CCP1), Asp643(C5b/MG Ring)-Lys1693(C6/TSP2),
Lys1139(C5b/C5d)-Asp2186(C6/CCP1), Asp648(C5b/MG
Ring)-Arg1704(C6/LDLRa), Glu414(C5b/MG Ring)-Arg1734
(C6/LDLRa), Glu149(C5b/MG Ring)-Arg2244(C6/CCP1),
Asp648(C5b/MG Ring)-Lys1702(C6/LDLRa), Arg435
(C5b/MG Ring)-Glu1716(C6/LDLRa), and Lys1133(C5b/C5d)-
Glu2187(C6/CCP1) (Figure 2A). All intermolecular salt bridges
(cutoff distance 5 Å) at all occupancy levels are listed in
Supplementary Data Sheet 1, and all intermolecular Coulombic
interactions (cutoff distance 8 Å, including salt bridges with
cutoff distance of 5 Å) at all occupancy levels are listed in
Supplementary Data Sheet 2.

Unlike the persistence of intermolecular salt bridges,
most of the intermolecular hydrogen bonds formed
between C5b and C6 appear less than half of the time
in the trajectory. The 11 intermolecular hydrogen bonds
(and protein/domain) in decreasing order of persistence
(68–20%) are: Val1122(C5b/C5d)-Glu2188(C6/CCP1),
Thr1105(C5b/C5d)-Thr2233(C6/CCP1) (backbone-backbone),
Gly845(C5b/CUB)-Gln2241(C6/CCP1), Thr1105(C5b/C5d)-
Thr2233(C6/CCP1) (side chain-side chain), Asn1077(C5b/C5d)-
Arg2279(C6/CCP2), Asp1103(C5b/C5d)-Thr2233(C6/CCP1),
Glu149(C5b/MG Ring)-Arg2244(C6/CCP1), Ser844(C5b/CUB)-
Gly2239(C6/CCP1), Tyr41(C5b/MG Ring)-Asp1651(C6/TSP2),
Ser96(C5b/MG Ring)-Pro1688(C6/TSP2), and
His1106(C5b/C5d)-Arg2279(C6/CCP2) (Figure 2B). All
intermolecular hydrogen bonds at all occupancy levels are listed
in Supplementary Data Sheet 3.

Six salt bridges occur in Site III, followed by five in Site I, and
two in Site II (Figures 1A, 2A). On the other hand, six hydrogen
bonds occur in Site I, followed by three hydrogen bonds
occurring in Site II and two hydrogen bonds occurring in site
III (Figures 1A, 2B). Three bifurcated salt bridges are observed.
These are Site I salt bridge Lys1139(C5b) with Asp2186(C6) and
Glu2187(C6), Site III salt bridge Arg1704(C6) with Glu646(C5b)
and Asp648(C5b), and Site III salt bridge Asp648(C5b) with
Lys1702(C6) and Arg1704(C6) (Figures 1A, 2A). Two residues
of C6 are hydrogen bonded with more than one partner, both
in Site I. These are Thr2233(C6) side chain with Asp1103(C5b)
side chain and Thr1105(C5b) side chain, and Arg2279(C6) side
chain with Asn1077(C5b) backbone andHis1106(C5b) side chain
(Figures 1A, 2B). Finally, two residues of C5b and three of C6
participate in both salt bridge side chain-side chain interactions
and hydrogen bonding side chain-backbone interactions. These
are Glu149 and Asp648 of C5b, and Arg1704, Arg2244, and
Arg2279 of C6. Among them are Arg1704(C6)-Asp648(C5b)
salt bridge and hydrogen bond, involving Arg1704(C6) which
is also part of a bifurcated salt bridge with Glu646(C5b) (Site
III), Arg2244(C6)-Glu149(C5b) salt bridge and hydrogen bond
(Site II), and Arg2279(C6) salt bridge with Asp1070(C6b), and
hydrogen bond Asn1077(C5b) (Site I) (Figures 1A, 2).

Unfavorable charge-charge interactions within 5 Å of each
other were not observed at occupancies greater than 10%
(Supplementary Data Sheet 4). Thirteen unfavorable charge-
charge interactions were observed within 8 Å of each other
using the 20% occupancy threshold, as follows: four at Site I,
three at Site II, and six at Site III. At Site I, the unfavorable
charge-charge interactions are between Lys1139(C5b) and
Lys1889(C6), Asp1140(C5b) and Glu2187(C6), Asp1167(C5b)
and Glu2217(C6) and, Glu1181(C5b) and Asp2185(C6). At
Site II, the unfavorable charge-charge interactions are between
Arg177(C5b) and Arg2244(C6), Arg840(C5b) and Arg2252(C6)
and, Lys884(C5b) and Arg2244(C6). At Site III, the unfavorable
charge-charge interactions are between Asp43(C5b) and
Asp1651(C6), Arg98(C5b) and Lys1690(C6), Arg435(C5b) and
Arg1734(C6), Asp643(C5b) and Asp1706(C6), Glu646(C5b)
and Glu1695(C6) and, Lys652(C5b) and Lys1702(C6). Of these,
the only interactions with frequency above 50% are between
Asp1167(C5b) and Glu2217(C6) at Site I, and Lys884(C5b) and
Arg2244(C6) at Site II. All unfavorable Coulombic interactions
with cutoff distances 5 Å and 8 Å at all occupancy levels are
listed in Supplementary Data Sheets 4, 5, respectively. Overall,
unfavorable charge-charge interactions are weak.

We further analyzed theMD trajectory to capture the dynamic
changes in electrostatic contributions, by evaluating distinct
conformational states. We identified six representative structures
from the MD trajectory through principal component analysis
(PCA) decomposition on phi and psi angles, followed by k-
means clustering of the PCA components. The cluster centers
(Figure 3) were extracted as representative structures. Structural
representation of clustering conformational states is shown in
Supplementary Figure 1.

We performed MM-PBSA calculations for the 20
most representative structures of each cluster to evaluate
possible differences in the binding free energies among the
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FIGURE 2 | Intermolecular interaction occupancy maps for interactions persistent through at least 20% of the trajectory for salt bridges (A) and hydrogen bonds (B).
The C5b6 interactions sites I, II, and III (Figure 1) are marked. Heavy atoms of hydrogen bond donor and acceptor chemical groups are marked in panel (B).

FIGURE 3 | Free energy landscape of the first two principal components, Principal Component 1 and Principal Component 2, with cluster centers represented as
white dots. The lowest energy regions (colored in dark gray as indicated in the color bar) represent energy minima.

six clusters. Although we observe differences among the
clusters, the overall trends in their free energies are similar
(Table 2).

Electrostatic Analysis
We used the alanine scan method of our AESOP computational
framework [44] to explore in detail the significance of the
many pairwise charge-charge interactions in contributing to the
stability of the C5b6 complex. We performed computational
alanine scan by mutating every ionizable amino acid residue
to alanine, one at a time, to generate families of single
mutants for C5b and C6, and their C5b6 complex. Subsequently,
we performed Poisson-Boltzmann electrostatic calculations to
obtain electrostatic contributions to the free energies of binding
for the binding reaction of each mutant. We present the results
in reference to the parent structure, as differences between
the calculated electrostatic free energies of binding of mutant

structures minus the electrostatic free energy of the parent
structure (see Methods). We performed the calculations for
the representative structures of all six conformational clusters,
and the results for those residues that participate in salt
bridges (shown in Figure 2A) are presented in Figure 4. Loss
of binding upon mutation is denoted by an electrostatic free
energy of binding with a positive value, whereas gain of
binding is denoted by a negative value. Loss of binding for
the mutant indicates that the mutated residue is a contributor
to binding of the parent protein by forming favorable charge-
charge interactions. Likewise, gain of binding for the mutant
indicates that the mutated residue opposes binding of the
parent protein by contributing to unfavorable charge-charge
interactions.

A few mutants show perturbations greater than thermal
energy of 2kBT at room temperature, most notably Lys1139A of
C5b, followed by Lys884A, Asp1076A, Lys1117A, and Lys1133A
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TABLE 2 | Calculated MM-PBSA energies of six conformational states, extracted from the MD trajectory.

Energy Mean ± SD (kJ/mol)

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6

MM vdW −869.9 ± 36.4 −1115.9 ± 34.3 −876.5 ± 46.9 −901.2 ± 31.0 −985.3 ± 47.7 −887.4 ± 35.6

MM electrostatic 786.2 ± 171.1 511.7 ± 119.2 931.4 ± 100.0 1190.8 ± 349.8 555.2 ± 172.8 −1290.3 ± 184.1

PB solvation −523.0 ± 151.9 −125.5 ± 109.2 −664.0 ± 106.7 −819.2 ± 332.2 −224.7 ± 173.2 −954.4 ± 168.6

Non-polar solvation −133.1 ± 3.8 −154.4 ± 3.3 −130.5 ± 2.9 −124.3 ± 4.6 −137.7 ± 2.9 −131.0 ± 3.8

1G(total) −736.4 ± 35.6 −884.1 ± 40.6 −739.7 ± 33.5 −654.0 ± 47.7 −791.6 ± 32.2 −682.8 ± 37.2

FIGURE 4 | Computational Alanine Scan results of C5b (A) and C6 (B) mutants that participate in salt bridges. The vertical axis represents differences in the
calculated electrostatic free energies of binding between the mutant and the parent structure for the mutants shown in the horizontal axis. Each mutant is represented
by six free energy values, corresponding to the six representative (cluster center) structures of the conformational clusters of the MD simulation. The mutant notation
denotes the residue number surrounded by the type of replaced residue on the left and the replacing residue (alanine, A) on the right. A positive value denotes that the
mutation causes loss of binding, indicating that the mutated residue favors binding in the parent structure. A negative value denotes that the mutation causes gain of
binding, indicating that the mutated residue disfavors binding in the parent structure. The one-letter amino acid code is used, instead if the three-letter code used in
text, to simplify the figure.

(Figure 4A), and nearly every mutant of C6, most notably
Arg1704, with the exception of Glu1716A (Figure 4B). These
significant charge interactions depicted by the mutations of
Figure 4 have been identified in the salt bridge occupancy

maps of Figure 2A. AESOP data for all ionizable amino
acid replacements within 8 Å of the C5b6 complex interface
are listed in Supplementary Data Sheet 6. The most notable
charge interactions, involving Lys1139(C5b) and Arg1704(C6)
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as depicted by the data of Figure 4, form strong bifurcated salt
bridges in Sites I and II, respectively (see above). Another charge
interaction, but of lower strength, involving Asp648(C5b) also
forms a bifurcated salt bridge in Site III (see above).

Sequence and Electrostatic Potential
Comparison of Thioester Domains of C3d,
C4d, and C5d
The complement system contains thioester domains, referred
herein as C3d and C4d, that can covalently attach to different
surfaces and tag the cellular species with complement complexes
and fragments. However, the C5d thioester-like domain of C5
is distinct from C3d and C4d because it does not have the
ability to covalently tag a surface, or to exist as a standalone
domain, but has gained the molecular capability to instigate
MAC formation [32, 33]. Despite all three thioester/thioester-like
domains, C3d, C4d, and C5d, having similar structures, C3d is a
molecular hub for reactions that mediate inflammatory processes
such as opsonophagocytosis and B-cell activation, whereas C5d
participates in the binding of C6 and acts as the cornerstone
for the MAC assembly. Thus, to elucidate on how C3d and C5d
achieve their versatile functions, we performed a comparative
analysis of the physicochemical properties of C3d and C5d, also
including a comparative analysis of C3d and C4d for completion.
Earlier studies have identified the residues of C3d that interact
with FH [29] and CR2 [28]. FH is a potent regulator of C3b, and
C3b’s convertase complexes, that inhibits opsonophagocytosis on
host cells. The CR2-C3d complex is formed as part of the B cell
receptor-coreceptor complex and is a link between innate and
adaptive immunity.

First, we performed a sequence alignment of all three domains,
C3d, C4d, and C5d, to compare the conservation of their
structurally and functionally important residues (Figure 5). The
percent identity between C3d and C5d is 29.2%, between C3d
and C4d is 35.7%, and between C4d and C5d is 28.8%. The
contact sites with FH and CR2 are spread across the sequence
of C3d. Of the total 310 C3d residues, 87 residues are involved
in contacts with FH and CR2 combined (union of red and blue
horizontal boxes in Figure 5). On the other hand, only nine
C5d residues are involved in contacts with C6 (green horizontal
boxes in Figure 5), and from those nine only one is a common
site with C3d, that of Asp1104(C5d) and Gly1179(C3b). From
the 87 residues that are involved in C3d-CR2/FH interactions,
only 19 are homologous to C5d residues (intersection of red/blue
horizontal boxes and identical C5d and C3d residues, denoted by
vertical blue blocks, in Figure 5).

Lastly, of the nine residues of C5d that are involved in binding
to C6, four are charged residues (Asp1076, Lys1117, Lys1133, and
Lys1139) that interact by forming salt bridges with residues in the
CCP1 and CCP2 domains of C6 (Site I, Figures 1, 2A). Contact
map analysis showed that Lys1137 forms strong bifurcated salt
bridges (Figure 2A). Also, the AESOP analysis showed that out
of these four charged residues, alanine perturbation of Lys1139,
produces the highest loss of binding mutation, hence making it
one of the most important contact sites (Figure 4). In addition,
Val1122 of C5d also makes a strong a hydrogen bond with

Glu2188 in the CCP1 domain of C6, with a 68% frequency of
contact from the total trajectory (Figure 2). Thus, from the nine
residues of C5d that are involved in contacts with C6, Lys1139,
and Val1122 play the most important role by participating in salt
bridges and a hydrogen bond.

We also performed comparative binding/conservation
analysis for C3d and C4d. There are 19 conserved C4d residues
with C3d that are also found in the binding interfaces of C3d
with FH and CR2 (union of red and blue horizontal boxes in
Figure 5). The majority of the conserved C4d residues (17 out of
19) overlap with the FH contact sites of C3d (red-only horizontal
boxes in Figure 5), with one of them overlapping with FH and
CR2 contact site and two additional ones overlapping with CR2
only (blue-only horizontal boxes in Figure 5). The side chains
of the two C4d/C3d conserved residues that overlap with CR2
contact sites are negatively charged. On the other hand, 11 of the
17 C4d/C3d conserved residues that overlap with FH contact
sites have hydrophobic side chains, including the residue that
overlaps with both FH and CR2 contact sites.

We also performed a comparative analysis of the electrostatic
properties of C3d, C4d, and C5d. Earlier works have studied
the properties of a highly negatively charged concave surface on
C3d that is involved in recognition and binding of complement
regulators [29] and receptors [28, 41] as well as bacterial
inhibitors [30, 31]. Figure 6A shows the C3d concave surface
with the negatively charged patch, surrounded by a neutral rim.
C4d also has a negatively charged patch but spans mostly the
cavity’s periphery (Figure 6C). C5d on the other hand, contains
a slightly shallower but more extended cavity, with a sparsely
negatively charged patch on its center and distinct positively
charged patches at the edges of the surface (Figure 6E). The
size and charge density of the concave cavity in C3d may be
the determining factor for binding to CR2, a property that is
not shared by C4d and C5d. We also examined the electrostatic
properties of the internal thioester bond face (Figures 6B,D,F),
focusing on the small region that is responsible for covalently
tagging pathogen surfaces after hydrolysis of the thioester bond.
Both, C3d and C4d, contain positively charged patches, but
the patch on C3d is more extended (Figures 6B,D). Unlike
C3d and C4d, the positively charge patch of the thioester bond
moiety is lost in C5d, which has slightly negatively charged
character. In addition, this region forms a crevice, which is
absent in C3d and C4d, to assist packing of three hydrophobic
residues of Phe2172, Ile2174, and Met2175 (part of C6’s FSIM
sequence motif), as stated in [33]. C6 contacts C5d through an
elongated linker that contains the predominantly hydrophobic
FSIM sequence motif at one end, and a polar/negatively
charged DDEE sequence motif, proposed here, toward the
other end, before it loops out and returns to form additional
contacts with C5d. The occupancy of intermolecular contacts
of FSIM residues throughout the MD trajectory is as follows
(>20% for 5 Å between heavy atoms): Phe2172-Gln898, 85.7%;
Phe2172-Glu899, 62.6%; Phe2172-Asn902, 40.9%; Phe2172-
Phe938, 39.2%; Ser2173-Gln898, 36.3%; Ile2174-Ala894, 25.0%;
Ile2174-Gln898, 77.6%. The DDEE sequence motif comprises
residues Asp2185, Asp2186, Glu2187, and Glu2188. Asp2186 and
Glu2187 participate in the high-occupancy bifurcated salt bridge
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FIGURE 5 | Sequence alignment of C3d, C4d, and C5d. Regions of intermolecular polar contacts between C3d and FH, C3d and CR2, and C5d and C6 are
designated with horizontal rectangles above the sequences, colored in red, blue, and green respectively. Polar contacts: ionic interactions (salt bridges and long-range
Coulombic) and hydrogen bonds (including side chain and backbone donor/acceptor groups). The vertical blocks in dark blue color denote identity in all three
sequences, and those in light blue color denote identity in two out of three sequences. The bar plots denote similarity in conservation across all three sequences with
numbers in yellow indicating the level of conservation where a larger number corresponds to higher conservation (“*” and “+” correspond to scores of 11 and 10
respectively). Residue numbering corresponds to the numbering of the crystal structures used for C3d and C4d. For C5d the residue numbering used in our study is
shown, followed by the numbering of the crystal structure (PDB code 4A5W, see Methods). The thioester moiety for all three sequences is represented within a black
box. Note that the cysteine that participates in the thioester bond is mutated to alanine, as was the case in the crystal structure used (PDB code 3OED).

with C5b’s Lys1139; Glu2187 also participates in bifurcated salt
bridge with C5b’s Lys1133 and Lys 1139; andGlu2188 participates
in hydrogen bonding with C5b’s Val1122, which is the highest
occupancy hydrogen bond of the complex (Figure 2). Both, FSIM
and DDEE side chains interact with part of Site I that is depicted
by the ellipse of Figure 6F.

Pathway Modeling of Complement System
Terminal Cascade
Formation of the MAC pore is propagated through the cleavage
of complement C5 that forms C5b and C5a. The smaller
fragment, C5a, is an anaphylatoxin that mediates inflammation
through activation of immune cells. The larger fragment, C5b,
interacts with C6 to form C5b6. The C5b6 complex interacts with
C7 and C8 to form the C5b78 complex. Subsequently, multiple
C9 molecules combine with C5b78 to form the transmembrane
pore C5b678918 (MAC).We have recently developed quantitative
models to study the dynamics of the alternative [24] and
the combined alternative and classical pathways [25] of the
complement system. These models are based on describing
the biochemical reactions of the complement pathways using
ordinary differential equations and are parameterized using
experimental kinetic data. We used our latest model that
encompasses the alternative and classical pathways to gain a
systems level understanding of the terminal cascade of the
complement system, starting at fluid phase C5 and ending in
MAC pore formation on cell membranes [25]. Figure 7 shows
the concentration-time profiles of C5, C5b, C6, C5b6, and

MAC pores. As C5 is consumed (Figure 7A), MAC is produced
(Figure 7B). C5 is minorly consumed to form C5b (Figure 7C),
and so does C6 (Figure 7D) when it combines with C5b to
form the C5b6 complex (Figure 7E). C5b and C5b6 show similar
time responses, but with different concentrationmagnitudes. The
time response of MAC pore formation shows a short lag phase,
followed by an accelerated production phase. Unlike complement
products C5b and C5b6 that are mostly consumed in ∼40min,
the profile of MAC pores shows a continuous production after
the 90th min mark.

Our results present the prompt activation and propagation
kinetics of the complement system. In spite of the terminal
pathway taking root later in the complement cascade (after the
cleavage of C3), our results show MACs can be generated in less
than 10min. Furthermore, our results show despite the presence
of complement regulators acting on the terminal cascade and
numerous biochemical steps from C5 to C5b, C5b6, C5b67,
C5b678, C5b6789, and the polymerization of C9 to form MACs
(C5b67891−18), the rates of C5 or C6 consumption may be good
predictors for the rate of MAC formation (Figure 7). This is
highlighted where an accelerated rate of consumption for C5/C6
are present within the first 30min, and this rate subsequently
is reduced after the 30th min. Similarly, but inversely related to
the concentration-time profiles of C5/C6, the MAC production
exhibits an accelerated phase within the first 30min that also
subsequently diminishes after 30min. However, it should be
pointed out that the rate of production in MACs is still higher
compared to the rate of C5/C6 consumption after the 30th min.
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FIGURE 6 | Electrostatic potentials mapped onto molecular surface representations of C3d (A,B), C4d (C,D), and C5d (E,F), showing the CR2/FH binding face on
left and the thioester face on right. The color transitions from red to white to blue represent electrostatic potential values of −3 to 0 to +3 kBT/e. The green circles
mark the internal thioester bond region of C3d (B) and C4d (D), and the two black dashed ellipses indicate distinct C6 binding regions in Site I of C5d (E,F).

In summary, kinetics of C5 or C6 consumption may be sufficient
to study the kinetics of MAC formation despite the presence of
numerous biochemical steps from C5/C6 to MACs.

DISCUSSION

Activation and propagation of the complement system through
the alternative, classical, and lectin pathways leads to the
cleavage of C5 to form C5b and C5a. Presence of C5b sets
the stage for recruitment of complement protein C6 through
C9 to form the MAC pore. Pathogens such as Neisseria species
(causingmeningitis) are susceptible toMAC-induced killing, and
deficiency in the terminal proteins leads to recurrent meningitis
[45]. On the other hand, dysregulation of the complement
system leads to excessive propagation of the terminal step
that plays a critical role in diseases such as AMD, aHUS,
and PNH [15–20]. In addition to diseases, sublytic MAC of

the terminal cascade can induce multiple signaling pathways
associated with proliferation, apoptosis, and protein synthesis
[13, 46]. Overall, formation of C5b6 initiates a cascade of
reactions that affects numerous events from pathogen killing, to
complement-mediated diseases, and signaling pathways. Here,
we performed biophysical analysis on C5b6 complex to identify
the key components that are involved in the mechanism of C5b
and C6 binding.

We initiated our study to quantify the physicochemical origins
of C5b6 binding, with focus on electrostatic interactions, guided
by the large number of charged patches on the surfaces of
C5b and C6 and in their binding interface. Our analysis is
based on the crystal structure and MD trajectory of the C5b6
complex. MM-PBSA calculations throughout the MD trajectory
showed an overall unfavorable electrostatic energy component
in the free energy of binding, which is dominated by favorable
van der Waals interactions. However, analysis of the binding
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FIGURE 7 | Dynamic pathway modeling of the complement terminal cascade. Rates of consumption of C5 (A) and production of MAC (B) are shown. Intermediate
steps of production and consumption of C5b (C), consumption of C6 (D), and production and consumption of C5b6 (E) are also shown. C5, C5b, C6, and C5b6 are
in fluid phase, whereas MAC is cell membrane bound.

interface throughout the MD trajectory revealed the presence of
13 intermolecular salt bridges and 11 intermolecular hydrogen
bonds, which is a large number of electrostatic interactions
for a complex of approximately 3200 Å2 buried solvent
accessible surface area (Supplementary Figure 2). Additionally,
AESOP analysis using six representative structures from MD
conformational clusters, identified several charged residues with
strong contributions to the electrostatic free energy of binding.
Therefore, we conclude that the stability of the C5b6 complex
is dominated by van der Waals interactions and by the presence
of several distinct pairwise electrostatic interactions in the form
of hydrogen bonds and salt bridges. Disrupting the electrostatic
interactions of residues identified herein as being important for
structural stability of the C5b6 complex, may be a good strategy
for future drug discovery aiming to inhibit MAC assembly.

The complement system contains two thioester domains, C3d
and C4d, and one thioester-like domain, C5d, which function
as initiators and propagators of the cascade of reactions that
leads to the elimination of pathogens or apoptotic/damaged
cells [1]. C3d and C4d function as parts of C3b and C4b,
respectively, and unlike C5d both C3b and C4b can covalently
attach to host/pathogen cell surfaces and tag the cellular species
for inflammatory response and opsonophagocytosis. C3d and
C4d also exist as standalone proteins, after degradation cleavage
of C3b by complement regulators, and remain covalently linked
to the surface of cells long after complement activation. On the
other hand, the thioester-like domain of C5d cannot covalently

attach to surfaces of pathogens/apoptotic cells; however, C5d
makes extensive contacts with C6 to form the complex C5b6
[32, 33]. The assembly of C5b6 presents the junction between
the different phases of complement activation that initiates the
formation of MAC. But unlike C5d (and also C4d), complement
fragment C3d has numerous binding partners ranging from
complement components to pathogenic proteins [41, 47–49].
For instance, C3d can mediate adhesion by interacting with
complement receptors, bind the domain of Staphylococcus aureus
protein Sbi, and also form the link between innate and adaptive
immunity by interacting with CR2 on B-cells [50–54]. Although
all three thioester domains are structurally similar, they have
distinct electrostatic potential projections on their surfaces
(Figure 6). We identified C3d has 87 of its 310 residues that
are involved in binding to complement proteins FH and CR2.
Furthermore, 19 of the 87 C3d residues are conserved on both
C4d and C5d (Figure 5). These differences indicate that C3d
has evolved to have multiple binding partners by having more
binding residues present its thioester domain.

A major contributing factor to the multifaceted functionality
of C3d, has been associated with its dual electrostatic nature,
through two distinct faces [41]. The thioester face is positively
charged and functions by tagging cells. The concave negatively
charged face functions for recruiting (or as an aid to)
adaptive immunity and inducing immune response. These
charged regions contain functional sites that serve to accelerate
protein association and stabilize protein complexes [55, 56].
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FIGURE 8 | Molecular graphics representation of C5b6 with insets showing zoomed in and rotated views of Site I, highlighting the druggability of C5d. (A) C5b6 in
ribbon form with C5d shown in surface representation (brown), and the rest of C5b (light blue) and C6 (brick) shown in ribbon representation. (B) Zoomed-in view of
the region circled in panel A and rotated toward the viewer by 40◦. (C) Zoomed-in view of the region circled in panel A and rotated towards the viewer by 100◦.
(D) Zoomed-in view of the region circled in A and rotated around the vertical axis by −60◦. In the C5d surface, red coloring indicates regions within 5 Å of C6 and
purple coloring indicates regions where polar intermolecular interactions with C6 (salt bridges and hydrogen bonds in site I, Figure 2), observed in the MD simulation
trajectory. Side-chains of C6 residues taking part in polar intermolecular interactions are shown and labeled in dark green while their C5d pairing partner residues are
labeled in purple.

Furthermore, our results also show complement C4d contains
a negatively charged ring surrounding the concave face, rather
than entirely covering it, and differences in the distribution
of positive charge in its thioester face (Figure 6). C5d also
shows electrostatic differences on both the concave face and
the thioester-like face compared to C3d and C4d (Figure 6).
Another difference in C5d is the presence of a positive region
that accommodates the C6 domain for the formation of C5b6
complex (Figure 6). This C6-binding site of C5d contains
a deep groove, which facilitates the binding of conserved
C6 linker residues of the 2172FSIM2175 sequence motif. In
addition, the linker contains the 2185DDEE2188 sequence motif
of acidic charged residues Asp2186 and Glu2187, which form salt
bridges with basic residues of Lys1139 (Asp2186 and Glu2187)
and Lys1133 (Glu2187) of C5d, respectively (Figure 2A). The
perturbation Lys1139Ala most notably showed the strongest
destabilizing effect on the interaction of C5b6 in AESOP analysis
(Figure 4). Similar to C6, complement protein C7 also contains
an analogous linker. However, as stated in [33], C5b may
discriminate toward C6 because C7 lacks the FSIM motif and
has a shorter linker that makes less extensive contacts with
C5d. Overall, these results show complement proteins C3d and
C4d that perform similar functions by covalently attaching to

different surfaces for propagation of complement cascades, also
have similar electrostatic profiles. However, C5d shows distinct
charge properties, with lower densities of negative and positive
charges in its concave and thioester-like surfaces. Instead, C5d
has a positive groove that facilitates C6 binding and instigates the
terminal step of complement propagation.

A distinct structural feature of C3 activation product, C3b,
is that its C3d domain packs at the bottom of macroglobulin
domain MG1. In contrast, the C5d domain of C5b is located
50 Å from the base of MG1 when in complex with C6 [32,
33]. Although C3 and C5 are structurally similar, the distinct
locations of their C3d/C5d domains in their active products
C3b/C5b highlight not only how their active products are
topologically different, but also on how each of them propagates
its distinct function on a surface of pathogen/host cells. For
instance, C3b uses its C3d domain to covalently attach to
nearby pathogens and interact with FB to form C3bB. This
complex subsequently is activated by FD to form the C3/C5
convertase, C3bBb [57, 58]. C3bBb then propagates a cascade of
reactions on the surface by cleaving C3 to form more C3b and
C3a, and to promote pathogen elimination through enhanced
opsonophagocytosis. The placement of C3d close to base of
MG1, in conjunction with the active thioester moiety and the
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positively charged thioester face, makes the covalent attachment
of C3b possible. On other hand, C5b does not covalently attach
to surface using its C5d domain, but promotes a complementary
mechanism of pathogen elimination through the formation of
the pore-forming MAC. Recent cryo-electron microscopy and
tomography studies of MACs proposed that the role of C5b
is to assist priming C6 to initiate the pore formation [9, 12].
Close examination of MAC showed the cholesterol-dependent
cytolysin/MAC perforin (CDC/MACPF) domain in C6, C7, C8,
and C9 are responsible for pore formation, and this domain
is absent in C5b. Furthermore, these studies showed that the
structural arrangement of C5b6 is also maintained in the MAC
pore assembly. The conformation of C5b6, where C5d remains
half-way elevated from the base of the MG1 domain, ensures the
absence of steric clashes with complement C9, which is situated
below the thioester-like domain of C5b in the MAC assembly.
Subsequently, the maximum number of C9s (18 polymerization
copies) can fit to form the MAC’s cylindrical shape. Furthermore,
downstream reactions of C5b6 to form C5b678 also affects the
arc-like structure formed by C9 polymerization. Recent cryo-
electron microscopy studies show polymerized C9 (poly-C9)
in the absence of C5b678, assembles into a closed symmetric
ring with 22 C9 components [59, 60]. This contrasts the recent
MAC structures where MACs are shown to be asymmetric
with a maximum number of 18 C9s [9, 12]. Superposition of
poly-C9 ring with that of a physiological MAC pore shows
dimensional differences in height and spacing of C9 molecules
[61]. These data highlight the presence of C5b678 as one of
the key factors in affecting the molecular assembly of C9s to
form an asymmetric pore. All in all, formation of the C5b6
complex results in priming C6 for MAC assembly and aiding
in the polymerization of C9. These functions are brought
together by the stabilization of C5d’s position by C6 (in the
complex C5b6), and the downstream reactions that form C5b678
complex.

Through the course of our analysis of the structural
and physicochemical properties underlying the mechanism of
formation and stability of the C5b6 complex, we identified
druggable C5d regions with the potential to disrupt C5b6
interface. In Figure 8, the C5d intermolecular polar contacts
contributing to the stability of the C5b6 complex are emphasized,
with surrounding residues that are in close proximity to
C6 highlighted as well. The number of polar intermolecular
interactions at Site I are restricted to a few narrow regions
due to the shape and size of C6. Deriving short peptides
from C6 and applying modifications to improve the interfacial
SASA and specific intermolecular interactions could result in
stronger binders to C5d in search of inhibitory ligands against C6
binding. We also observe that several of the polar intermolecular
contacts are adjacent to pockets that could be leveraged in the
development of drug-like or peptidic inhibitors (Figures 8C,D).

In contrast to the potential therapeutic sites on C5d, C5
inhibitors eculizumab and SKY59 interact with domains MG7
and MG1, respectively [62, 63]. Unlike C5d, MG7 and MG1
do not contain deep pockets but have charged residues that are
critical for interactions with eculizumab or SKY59. For instance,
MG1 domain has three charged residues, Glu48, Asp51, and

Lys109 (within 3.5 Å from SKY59 antigen-binding fragment,
Fab) that mediate binding by forming critical salt bridges and
numerous hydrogen bonds [62]. Mutating any of these charged
residues on C5 to alanine had severe effects on the binding
affinity of SKY59 [62]. And hence, the binding interface between
C5 and SKY59 is highly mediated by the charged residues
positioned in MG1. Similarly, the MG7 domain of C5 (targeted
by eculizumab) does not contain deep pockets as observed for
the thioester domains of C3d/C4d or that of C5d (TED-like).
Similarly the eculizumab epitope on MG7 is also highly charged,
containing six charged residues comprised of one glutamic acid
(Glu915) and five positively charged residues of four lysine
(Lys858, Lys882, Lys887, Lys920) and one arginine (Arg885)
[63]. Furthermore, Schatz-Jakobsen et al. showed out of the
66 single-point mutants on Fab residues that interact with C5,
three residues in the heavy chain (Trp107, Phe101, Trp33) and
one residue in light chain (Ala32) severely impaired hemolysis
inhibition when mutated to histidine [63]. Using PDBsum [64]
on the binding interface between C5 and the Fab fragment, we
observed half of these key mutants (Phe101 and Trp33) make
extensive contacts with the positively charged residue Arg885
on the MG7 domain of C5. Interestingly, a small number of
PNH patients that are resistant to eculizumab carry a common
single nucleotide polymorphism where Arg885 is replaced by
histidine [65]. These results show mutations on C5 that affect
charged residues in drug sites have severe consequences on
the functionality of the complement inhibitors. And hence,
accounting for the electrostatic nature of the C5 epitopes may
significantly improve binding affinities and subsequently enhance
complement inhibition.

Although most of our study is structure/dynamics-based at
molecular level, we expanded our efforts to understand the
role of C5b and C6 at pathway dynamics level. There is small
consumption of C5 and C6 from their initial blood plasma
concentrations, and this is reflected in the production of C5b and
C5b6, and eventually in MAC production. C5b and C6 show an
initial accelerated production phase, followed by a consumption
phase as they are converted to MAC. The production of MAC
shows a lag phase, corresponding to the production phases of
C5b and C5b6, followed by an accelerated production phase,
corresponding to the consumption phases of C5b andC6. Despite
this level of production, the concentration of MAC pores in
90min is 27 pM, about four orders of magnitude lower than the
initial concentrations of C5 andC6. Given that the calculation has
performedwith full complement regulation in place, representing
homeostasis, such MAC pore concentration is not expected
to have any significant effects on host cells. However, in
pathogen cells, where negative complement regulation is absent,
a larger amount of MAC deposition is observed [24]. Substantial
increase in MAC pore formation is also expected in host
diseases such as AMD, where there is severe complement
dysregulation.

Overall, our molecular dynamics and electrostatics study
revealed that the large and multi-site C5b6 interface is stabilized
predominantly by van der Waals interactions, but also contains
an unusually large number of stabilizing salt bridges and
hydrogen bonds. We identified critical salt bridges and hydrogen
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bonds for the stability of the C5b6 complex. Furthermore, the
C5d domain of C5b contains a sparsely negatively charged
patch enclosed with positively charged patches. C5d does not
contain a C3d-like cavity which in C3d is an electrostatic
hotspot primed for interaction with CR2 for the formation of
a link between innate and adaptive immunity. This suggests
mono-functionality for C5b for the formation of the MAC
assembly. We propose that C5d is a target for drug discovery, by
designing inhibitors capable of disrupting the critical salt bridge
and hydrogen bonding interactions at the C5d-C6 interface.
We also showed the presence of small cavities neighboring
the critical electrostatic contacts that can be leveraged in
the development of drug-like or peptidic inhibitors. Lastly,
we extended our study from molecular level dynamics to
pathway dynamics to demonstrate the specifics in consumption-
production rates of C5, C5b, C6, C5b6, toward MAC formation.
Inhibition of the C5b6 interaction may be an efficient way
to block MAC formation for diseases such as PNH, where
MAC is responsible for hemolytic activity of red blood
cells.

METHODS

Structure Preparations
The three-dimensional cocrystal structure of C5b6 with code
4A5W [32] was obtained from the Protein Data Bank (PDB).
C5b is represented as chain A, whereas C6 is represented
as chain B. All missing residues of C5b and C6 were added
with MODELLER [66]. The crystal structure of C3d with
code 3OED [35] was obtained from the PDB. The structures
of C4d and C5d were extracted from the crystal structures
of C4b and C5b6, with PDB codes 5JTW [36] and 4A5W,
respectively. Missing residues for C4d were modeled using
SWISS-MODEL [67]. Structural visualization and comparisons
were performed using Chimera [68]. Molecular graphics were
generated using Chimera. Protonation states of histidine were
assigned using PDB2PQR [69]. The following transformations
are needed to convert residue numbering used in 4A5W [32]
to residue numbering used in our study: for C5b residues
19-765, subtract 18 from the 4A5W residue numbers; for
C5b residues 766-1676, subtract 96 from the 4A5W residue
numbers; for C6 residues 22-934, add 1559 to the 4A5W residue
numbers.

Sequence Alignment and Analysis
Sequences of C3d, C4d, and C5d were extracted from the PDB
entries 3OED [70], 5JTW [71], and 4A5W [32], respectively.
Sequence alignments of C3d, C4d, and C5d were performed
using Clustal Omega [72] and visualized with Jalview [73].
Identification of C3d residues involved in binding with FH and
CR2 were acquired from MD simulation analysis performed in
previous studies [28, 29]. Identification of C5b6 intermolecular
interactions was performed as outlined in the MD trajectory
analysis section, below.

Molecular Dynamics
Initial minimization of structure in the absence of water was
performed using NAMD and the CHARMM36 force field [74,
75]. Subsequently, the structure was solvated in a cubic TIP3P
water box leaving a minimum margin of 12 Å between any
protein atom and the cube boundary. Sodium and chloride
counterions were added to the system to achieve 150mM ionic
strength and neutralize protein charges. Adding water and
counterions increased the total system size to 747,620 atoms.
The solvated structure was energy minimized by undergoing
50,000 steps of conjugate gradient energy minimization before
heating from 0 to 310K with all protein atoms harmonically
constrained to their positions after minimization. Next, five
equilibration steps were performed in which the first five
steps for a total time of 7 ns. During the four stages of
equilibration, all protein atoms were constrained at a force
constant of 10, 5, 2, and 1 kcal/mol/Å, respectively. The
final equilibration step was concluded by only constraining
backbone atoms with a force constant of 1 kcal/mol/Å.
Following equilibration, AMBER16 [76, 77] was used for the
production run for 100 ns with the following conditions: periodic
boundary conditions, Langevin temperature control, a non-
bonded interaction cutoff of 12 Å, with SHAKE algorithm used
for constraining hydrogen bonds, and an integration time step of
2 fs.

Molecular Dynamics Trajectory Analysis
Characterization and visualization of intermolecular interactions
was performed using CPPTRAJ, pandas, and seaborn [78–80].
Analysis of buried solvent accessible surface area upon binding
and visualization were performed with MDTraj [81] and
matplotlib [82], respectively over all 2,000 frames in the
trajectory. MSMBuilder [83] and MSMExplorer [84] were
used for clustering, visualization and extracting representative
structures from the trajectory for electrostatic analysis. Salt
bridges between C5b and C6 residues was calculated with
custom R scripts in conjunction with Bio3D package [85].
A distance cutoff of 5 Å was used. CPPTRAJ was used
to analyze hydrogen bonds formed between C5b and C6
over the course of the trajectory. For hydrogen bonds, the
default distance cutoff of 3 Å was used between acceptor to
donor heavy atom, and an angle cutoff of 135◦. To extract
representative structures, PCA decomposition was performed
on the phi and psi angles observed throughout the trajectory
to reduce to four principal components using MSMBuilder.
The MiniBatchKMeans method in MSMBuilder was utilized
to cluster the four principal components to six distinct
clusters and cluster centers were extracted as representative
structures.

MM-PBSA calculations were performed using a
thermodynamic cycle that decomposes the calculation of
the free energy of binding into molecular mechanics (MM) force
field calculations in a state of low dielectric coefficient (ε = 2)
and solvation calculations by transferring the proteins from
the low dielectric coefficient environment to a high dielectric
environment (ε = 80). A frame interval of 4 was chosen for the
MM-PBSA calculations, and hence a total of 500 frames from a
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total of 2,000 were processed. In our case, the MM calculations
include van der Waals and electrostatic free energies, but
not covalent geometry energy (bonds, angles, torsions) or
entropic effects. We use the one-trajectory approximation,
according to which we separate the structures of the components
of the complex from the structure of the complex without
additional minimization and without performing separate MD
simulations of the complex components. Given that we used
the one-trajectory approximation, covalent geometry energies
and entropic effects are expected to cancel out in the binding
scheme

C5+ C6
1G0

bind
→ C5b6.

The solvation free energy calculations include electrostatic
contribution according to Poisson-Boltzmann electrostatic
calculations, and nonpolar contribution (cavity solvation)
described by an empirical term based on loss of solvent accessible
surface area upon binding [86]. The following equations describe
the MM-PBSA calculations.

1G0
bind = G0

C5b6 − (G0
C5b + G0

C6) (1)

Where the Binding Free Energy According to MM Force Field
Calculations is Given by

1E0bind,MM = 1E0MM,vdW + 1E0MM,electro, (2)

and electrostatic contributions of individual components, C5b
and C6, and complex, C5b6, to solvation free energy are given
by Poisson-Boltzmann (PB) free energy differences

1G0
solv,polar = G0

PB,ε=80 − G0
PB,ε=2. (3)

The overall solvation contributions to binding, including polar
and nonpolar effects, and are given by

11G0
solv = 1G0

solv,C5b6 −

(

1G0
solv,C5b + 1G0

solv,C6

)

+ 1G0
nonpolar , (4)

and the MM-PBSA free energy of binding is given by

1G0
bind,solv = 1E0MM,vdW + 1E0MM,electro ++11G0

solv (5)

Electrostatic Analysis
The Alanine scanmethod in the AESOP (Analysis of Electrostatic
Structures Of Proteins) python package [44] was utilized to
perform a computational alanine scan on ionizable residues at the
C5b6 interface, and to evaluate their electrostatic contributions
to binding. Alanine scans were performed for each of the
six representative structures of the MD-derived conformational
states.

AESOP utilizes the Adaptive Poisson-Boltzmann Solver
(APBS) [87] to calculate grid-based electrostatic potentials,
which are converted to electrostatic free energies. The program
PDB2PQR is used to pre-assign charges and atomic radii for

each atom according to the PARSE force field [88, 89], as well
as to convert the PDB format to PQR format used by APBS.
The selection of parameters for AESOP calculations has been
described before [90].

Electrostatic free energies of binding were calculated
according to a thermodynamic cycle that is similar to the one
used for the MM-PBSA calculations, described above, except
that binding at the reference state is evaluated using Coulomb’s
equation instead of the molecular mechanics method. The
following equations are used, as described previously [44]
and in recent applications of AESOP on C3d and its ligands
[28–30]:

1G0
bind,solv = 1E0bind,Coulomb − 1G0

solv,C5b6

−

(

1G0
solv,C5b + 1G0

solv,C6

)

(6)

where,

1G0
solv = 1G0

electro,ε=80 − 1G0
electro,ε=20 (7)

Electrostatic free energies of binding for the family of alanine
scan mutants are generated as deviations from the electrostatic
free energy of binding of the parent protein, according to:

1G0
bind = 1G0

bind,solv,mutant − 1G0
bind,solv,parent . (8)

APBS is used to calculate electrostatic potentials for the solvation
steps, and the program COULOMB (part the APBS suite)
is used to calculate binding at the reference state. For the
solvated state, dielectric coefficients of 78.54 and 20 were
used for solvent and protein interior, respectively, while for
the reference state a dielectric coefficient of 20 was used
to resemble that of the protein interior [90]. The ionic
strength of the solvated state corresponded to monovalent
counterions of 150mM concentration (physiological ionic
strength), whereas the reference state had zero ionic strength.
For the electrostatic analysis of the representative structures
of C5b6 the number of grid points and mesh dimensions
were set to 321 × 257 × 257 and 282 Å × 245 Å × 239
Å, respectively. For the electrostatic analysis of C3d, C4d,
and C5d, the number of grid points and mesh dimensions
were set to 84 × 98 × 96 and 129 Å × 129 Å × 97 Å,
respectively.

Pathway Dynamics of the Terminal
Cascade
The dynamics of the terminal cascade of complement system
activation were modeled using a previously developed
mathematical model that describes the biochemical reactions
of the alternative and classical pathways [25]. The output
of the model is reaction rates in the form of concentration-
time profiles for all complement system proteins, enzymatic
cleavage fragments, and association complexes. The model
consists of a system of 290 ordinary differential equations
(ODEs) and 142 kinetic parameters. Equations, initial
concentrations, and kinetic parameters can be found in
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the Supplementary Information of [25]. The system of
ODEs was solved using the ode15s solver of MATLAB
(Mathworks, Natick, MA).
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