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Third-party punishment is a common mechanism to promote cooperation in humans. Theoretical models of evolution of cooperation predict that punishment maintains cooperation if it is sufficiently frequent. On the other hand, empirical studies have found that participants frequently punishing others do not success in comparison with those not eager to punish others, suggesting that punishment is suboptimal and thus should not be frequent. That being the case, our question is what mechanism, if any, can sustain cooperation even if punishment is rare. The present study proposes that one possible mechanism is risk-averse social learning. Using the method of evolutionary game dynamics, we investigate the effect of risk attitude of individuals on the question. In our framework, individuals select a strategy based on its risk, i.e., the variance of the payoff, as well as its expected payoff; risk-averse individuals prefer to select a strategy with low variable payoff. Using the framework, we examine the evolution of cooperation in two-player social dilemma games with punishment. We study two models: cooperators and defectors compete, while defectors may be punished by an exogenous authority; and cooperators, defectors, and cooperative punishers compete, while defectors may be punished by the cooperative punishers. We find that in both models, risk-averse individuals achieve stable cooperation with significantly low frequency of punishment. We also examine three punishment variants: in each game, all defectors are punished; only one of defectors is punished; and only a defector who exploits a cooperator or a cooperative punisher is punished. We find that the first and second variants effectively promote cooperation. Comparing the first and second variants, each can be more effective than the other depending on punishment frequency.
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1. INTRODUCTION

Cooperation is observed in various species, albeit it seems unfavorable in view of selfishness [1–3]. Among others, human cooperation is unique as they enforce themselves to cooperate by means of social norms and institutions: norm violators are punished by community members and thus cooperation is maintained [4–10]. In human cooperation, a punisher is often a third party who does not directly suffer from a norm violation. From the viewpoint of rationality, the third-party punisher has no incentive to vicariously punish the norm violator at a personal cost [7, 8]; therefore, third-party punishment is another dilemma of cooperation [6, 10–12]. Despite that, empirical studies suggest that third-party punishment is ubiquitous across humans [8, 13].

Numerous evolutionary models have been proposed to solve the dilemma of third-party punishment: group selection [14], reputation as a signal to induce the others' cooperation toward the punisher [15], social structure that localizes interactions [16, 17], conformist bias whereby a majority strategy is imitated in social learning [18], an option to opt-out of joint enterprize [12, 19], second-order punishment [20, 21], commitment to cooperation before playing a game [22], and implicated punishment in which members in the same group with a wrongdoer are also punished [23]. In all the models, punishment should be sufficiently frequent to maintain cooperation. On the other hand, laboratory studies found that participants frequently engaged in punishment did not success in comparison with those not eager for performing punishment, suggesting that punishing others too frequently is maladaptive [24, 25]. If so, how cooperation can be maintained with only occasional third-party punishment?

In this study, we propose an idea to promote cooperation even when third-party punishment is rare—risk aversion. An obvious psychological fact is that norm violation is a risky choice: it may provoke anger of community members that can lead to actual execution of punishment to the norm violator [26]. In fact, public executions were common in pre-modern societies, intended by rulers to cause fear to commit a norm violation. Moreover, experimental studies suggest that the mere threat of punishment can promote cooperation [27, 28].

To incorporate risk psychology with evolutionary game, we extend the canonical evolutionary game dynamics with a risk-sensitive utility function, which can describe risk-prone and risk-averse strategy selection. To summarize our results, risk aversion promotes cooperation with a little bit of third-party punishment.

2. AUTHORITATIVE THIRD-PARTY PUNISHMENT

We first introduce a simple model of competition between cooperators and defectors in an infinite, well-mixed population, in which defectors are probabilistically punished by a third-party authority. From time to time, randomly sampled two individuals play a social dilemma game called the weak prisoner's dilemma game [29] in which players have two options: cooperation (C) and defection (D). Its payoff matrix is given by
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where T > 1. In this game, mutual cooperation provides payoff 1 to both players, while they have temptation to enjoy one-sided defection as it provides better payoff T (> 1). However, each game is observed by an authoritative third-party punisher with probability z, and those who have selected defection are fined by an amount F (> 0). The population evolves according to replicator dynamics [30, 31].

2.1. Evolutionary Stability of Cooperators

Here, we consider evolutionary stability of a monomorphic population of cooperators against invasion by defectors. Our finding is that risk aversion of individuals lower the required frequency of observation to maintain cooperation; the authority's cost for punishment is significantly lower than the prediction by the risk-neutral theory.

The ordinary evolutionary game dynamics assume that players change strategies based on their expected payoffs. Let us consider our model on this line. In a monomorphic population of cooperators, the expected payoff of resident cooperators is 1—they mutually cooperate—and that of mutant defectors is T−zF—they enjoy one-sided defection but are punished with probability z. Therefore, the population of cooperators is evolutionarily stable against invasion by defectors, i.e., ESS, if 1> T − zF, i.e.,
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The infimum of the required probability of observation, [image: image], is a power function of the amount of fine, F; i.e., [image: image] (the dashed line in Figure 1). This implies that even if the authority imposes a heavy fine on defectors, for maintaining cooperation, the authority needs to punish defectors quite often; the cost to maintain cooperation should be considerable.
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FIGURE 1. The infimum of the required probability of observation by an authority to maintain cooperation: individuals are risk newtral (dashed line; [image: image] where β = 0), risk averse (solid line; [image: image] with β = −1), or risk prone (dotted line; [image: image] with β = 1). The red dot-dashed line represents the asymptotic line to which [image: image] with β = 1 converges. Parameters: T = 2.



We extend the ordinary theory by assuming that players change strategies according to their utility. Given that using strategy s results in a stochastic payoff represented by random variable Rs (the realization of Rs is [image: image] with probability [image: image] where i indicates each outcome), its utility is defined by
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where [image: image] represents the expected value of random variable [image: image]. Equation (3) is a well-known exponential utility function developed by Pratt [32], Howard and Matheson [33], Coraluppi and Marcus [34] and Mihatsch and Neuneier [35]. It can be expanded to
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where the first term is the expected value of the payoff and the second term is proportional to the variance of the payoff. Thus, if β = 0, the utility is equal to the expected value, implying risk-neutral utility; if β < 0, the utility is decreased by the second term, implying risk-averse utility with which an individual finds a strategy less preferable if it produces a highly variable payoff; and if β > 0, the utility is increased by the second term, implying risk-prone utility with which an individual finds a strategy more preferable if it produces a highly variable payoff.

In case of risk aversion or proneness (i.e., if β ≠ 0), the utility of being a cooperator and that of being a defector are, from Equation (3), given by
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and
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respectively. A straightforward calculation leads to the ESS condition corresponding to Equation (2): uC > uD, i.e.,
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Note that [image: image] holds true. If β < 0, its asymptotic form is an exponential function of F—i.e., [image: image]—and it rapidly approaches 0 as F increases (the solid line in Figure 1). This implies that for maintaining cooperation among risk-averse individuals, the authority needs to punish defectors only occasionally. Compared to the ordinary theory, the cost to maintain cooperation should be significantly less expensive. If β > 0, [image: image] approaches 1−e−β(T−1) (> 0) as F increases; punishment needs to be most often (the dotted line in Figure 1).

2.2. Dimorphism of Cooperators and Defectors

If Equations (2) or (6) is violated, defectors invade the population of cooperators. After that, they may form a stable dimorphic population with cooperators. Here, we study the effect of risk attitude of individuals on such dimorphism. We find that risk aversion increases the frequency of cooperators. Moreover, we introduce three variants of punishment relevant in dimorphism: (a) to punish all defectors (most costly); (b) to punish one of them as a warning for others [less costly than variant (a)]; or (c) to punish only one-sided defectors (cheapest). We find that the first and second variants but the third achieve cooperative dimorphism. Surprisingly, the first variant can be the most cost-effective solution to maintain cooperation with a reasonably small probability of observation.

Unlike the case of monomorphism (Section 2.1) in which defection by a mutant is always toward a resident cooperator, mutual defection between two defectors is also likely in dimorphism. Consequently, a problem arises—how should the third-party authority treat mutual defection? Should the authority punish both defectors? This might be too costly. Punish only one of them as a warning for others to inhibit defection in the future? This is less costly but could be insufficient. As the two defectors obtain nothing in mutual defection, punish none of them? For this, we consider three variants that rule differently on mutual defection (Figure 2): (a) the authority punishes all defectors; (b) the authority punishes one of defectors selected at random; and (c) the authority punishes only a one-sided defector so that neither defectors are punished. Hereafter, we call them ALL, ONE, and ONE-SIDED variants, respectively.
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FIGURE 2. Three variants of third-party punishment. Blank circles represent players and those with “P” represent punishers as observers. Each line connecting blank circles, above which “D D” or “D C” is attached, represents mutual defection or one-sided defection in a game, respectively. Arrows represent that punishment is executed. (A) ALL defectors are punished: in case of mutual defection, the punisher pays cost 2C and each of the two defectors pays fine F. (B) Only ONE of defectors is punished: in case of mutual defection, the punisher pays cost C and one of the two defectors, selected at random, pays fine F. (C) Only a ONE-SIDED defector is punished: the punisher does not care about mutual defection. In all the three variants, the punisher pays cost C and the defector pays fine F in case of one-sided defection.



For each variant with different risk attitudes, we numerically find stable points of the replicator dynamics of cooperators and defectors, i.e.,
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where x is the frequency of cooperators, uC and uD are the utility of being a cooperator (Equation A1) and that of being a defector (Equation A2). The ALL and ONE variants achieve stable dimorphism of cooperators and defectors (Figures 3A,B). In these variants, smaller β increases the stable frequency of cooperators more. As expected, the ALL variant achieve higher cooperation than the ONE variant. The ONE-SIDED variant does not achieve dimorphism because uC > uD with Equations (A1, A2c) are equivalent to Equation (6); a stable population in this variant consists of all defectors if the ESS condition (i.e., Equations 2 or 6) is violated.
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FIGURE 3. Stable frequency of cooperators (A,B) and the expected number of punishment per observation (C,D) in a dimorphic population of cooperators and defectors if Equations (2) or (6) is violated. (A,C) The ALL variant. (b, d) The ONE variant. (E) Shows the difference between (C,D). Individuals are risk newtral (dashed line; β = 0), risk averse (solid line; β = −1), or risk prone (dotted line; β = 1). Parameters: T = 2 and F = 1.



Although the ALL variant achieves higher cooperation than the ONE variant does, the authority might have to punish more defectors—thus pay higher cost—in the ALL variant than in the ONE variant. This concern is needless for risk-averse individuals with a sufficiently large—but reasonably small—probability of observation, z. Given that the stable frequency of cooperators is x*, the probability for the observing authority to find one-sided defection is 2x*(1−x*) and that to find mutual defection is (1−x*)2. Thus, the expected number of punishment per observation in the ALL variant is 2x*(1−x*) × 1+(1−x*)2×2 = 2(1−x*) and that in the ONE variant is 2x*(1−x*) × 1+(1−x*)2×1 = 1−x*2—at first glance, the former looks larger than the latter. Since x* in the ALL variant is larger than that in the ONE variant (see Figures 3A,B), the effective number of punishment per observation in the ALL variant can be smaller than that in the ONE variant (Figures 3C,D plot them and Figure 3E shows their difference). If individuals are risk averse, a reasonably small z makes the ALL variant less expensive; i.e., the branching point at which the sign of the difference changes becomes smaller as β decreases (In Figure 3E, the branching point in case of β = −1 is located around z = 0.15).

3. ENDOGENOUS THIRD-PARTY PUNISHMENT

So far, we have assumed that the punisher is an exogenous authority that exists outside the population dynamics. Although this assumption seems reasonable for societies in which a mature institution for authoritative punishment exists, small-scale societies such as hunter-gatherers may require a different scenario. Our next question is what if without any leviathan. Our finding is that if individuals are risk averse, a few of endogenous third-party punishers—they evolve in the population dynamics—can maintain high cooperation.

Here, we consider another model of competition among cooperators, defectors, and endogenous third-party punishers. From time to time, randomly sampled three individuals participate in a situation: as well as section 2, two of them—selected at random—play the weak prisoner's dilemma game; the remaining one observes the game and can punish each defector at cost C (> 0). Again, those being punished pay fine F. Cooperators select C in a game and do nothing if being an observer; defectors select D in a game and do nothing if being an observer; and punishers select C in a game and perform punishment if being an observer (and observing defectors). The individuals change strategies according to replicator–mutator dynamics [36–38] based on their risk-sensitive utilities (Equation 3), given by
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and
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where x, y, and z are frequencies of cooperators, defectors, and punishers,

[image: image]

is the average fitness and

[image: image]

is the fitness of strategy s (= C, D, and P) where us is given by Equations (A3, A4). In Equation (8), μ is the probability with which an individual mutates his/her strategy to another by chance: one does not mutate his/her strategy s with probability 1−μ; otherwise, his/her strategy after mutation is one of the other strategies s′(≠ s) with probability μ/2, where 2 is the number of the other strategies. In Equation (10), w (0 ≤ w ≤ 1) is a parameter that controls intensity of selection; large (small) w implies strong (weak) selection.

As our main interest is not on their effects, we fix w = 0.1 and μ = 0.01 throughout Section 3. Our motivation to employ replicator–mutator dynamics here is (1) to avoid artificial neutral stability between cooperators and punishers when defectors are not present and (2) to incorporate more reality in the model—in social learning, humans often explore different strategies at random [39].

We numerically examine the replicator–mutator dynamics (Equation 8) for each variant with different risk attitudes. As a reference point, we choose a set of parameters (T = 2, C = 1, F = 3, w = 0.1, andμ = 0.01) with which defectors are frequent in a population of risk-neutral (i.e., β = 0) individuals (Figures 4G–I). Then, we check the effect of changing parameter β: with extreme risk aversion (β = −10), individuals achieve almost full cooperation (Figures 4A–C); on the other hand, with extreme risk proneness (β = 10), they reach almost full defection (Figures 4M–O). We can understand these two extreme cases by examining [image: image] for s = C, D, and P (see Appendix B in Supplementary Material): because [image: image], [image: image] (ALL and ONE variants) or T−F (ONE-SIDED variant), and [image: image] (ALL variant) or −C (ONE and ONE-SIDED variants) in the interior of the state space (apply Equation B1a to Equations A3, A4), the utility of cooperators is the largest if individuals are extremely risk averse (and if T < F in the ONE-SIDED variant); similarly, because [image: image] and [image: image] (apply Equation B1b to Equations A3, A4), the utility of defectors is the largest if individuals are extremely risk prone. With moderate risk aversion (β = −1) or risk proneness (β = 1), the outcomes are in-between (Figures 4D–F or Figures 4J–L, respectively). In case of risk aversion, a population of frequent cooperators and a few punishers establishes stable and high cooperation; as well as Section 2, the required frequency of observation—i.e., the frequency of punishers in this model—is small.
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FIGURE 4. The replicator–mutator dynamics of cooperators (C), defectors (D), and third-party punishers (P). A population is full of one of them at the “C,” “D,” and “P” corners, respectively. Their frequencies are equal at each center of each simplex. Arrows represent trajectories starting from various initial states. Red points represent stable outcomes. (A,D,G,J,M) The ALL variant. (B,E,H,K,N) The ONE variant. (C,F,I,L,O) The ONE-SIDED variant. We set (A–C) β = −10. (D–F) β = −1. (G–I) β = 0. (J–L) β = 1. (M–O) β = 10. Parameters: T = 2, F = 3, C = 1, w = 0.1, and μ = 0.01.
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FIGURE 5. The replicator–mutator dynamics of cooperators (C), defectors (D), and third-party punishers (P) if we assume the donation game. A population is full of one of them at the “C,” “D,” and “P” corners, respectively. Their frequencies are equal at each center of each simplex. Arrows represent trajectories starting from various initial states. Red points represent stable outcomes. (A,D,G) The ALL variant. (B,E,H) The ONE variant. (C,F,I) The ONE-SIDED variant. We set (A–C) β = −10. (D–F) β = −1. (G–I) β = 0. Parameters: c = 1, b = 2, F = 4, C = 1.5, w = 0.1, and μ = 0.01. Note that we omit the results if β>0 in which defectors win.



Comparing the three variants of punishment, the ALL and ONE variants promote cooperation more easily than the ONE-SIDED variant in the case of risk aversion (clearly observed in Figures 4D–F). This is because among the three variants, only the ONE-SIDED variant misses term e−βF in the defector's utility (see Equations A4a, A4c, A4e). In the other two variants with sufficiently strong risk aversion, the largest term in the defector's utility is e−βF, meaning that the defector's utility is most affected by the worst-case scenario that he/she obtains nothing from cheating but is punished. In the ONE-SIDED variant, the largest term in the defector's utility is eβ(T−F), meaning that the most dominating scenario in the utility is that the defector at least enjoys cheating but is punished. It is most difficult to promote cooperation in the ONE-SIDED variant because the defectors' worst-case scenario in this variant is milder than that in the ALL and ONE variants.

4. THE DONATION GAME

Throughout the analyses, we have assumed that individuals play the weak prisoner's dilemma game (i.e., Equation 1). The so-called donation game, i.e., payoff matrix
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where b > c > 0, has been adopted in many studies [3, 16, 17, 24, 25]. For those interested in the difference between the two games, in Appendix C (Supplementary Material), we note the results if we assume the donation game instead of the weak prisoner's dilemma game.

The two games have similar results except for the case of authoritative third-party punishment in which observation by the authority is not sufficiently frequent to stabilize cooperation: in this case, only the weak prisoner's dilemma game with the ALL or ONE variant achieves dimorphism of cooperators and defectors (Section 2.2). This is technically because in the weak prisoner's dilemma game, one-sided cooperation (i.e., selecting C against an opponent's D) and mutual defection (i.e., selecting D against an opponent's D) have the same payoff. Consider a monomorphic population of defectors. We denote by S and P, respectively, the payoff if selecting C and the payoff if selecting D in the population. Assuming the authoritative third-party punishment of ALL or ONE variant, the utility of being a cooperator is S and that of being a defector is 1/βlog[z/keβ(P−F)+(1−z/k)eβP] where k = 1 in the ALL variant and k = 2 in the ONE variant. Thus, [image: image]; in the case of the weak prisoner's dilemma game (i.e., if S = P), cooperators can invade the population of defectors if the authority watches individuals with any frequency (i.e., z>0); in the case of the donation game (i.e., if S−P = −c), cooperators can invade the population of defectors if [image: image] (see Equation C2).

5. DISCUSSION

In this work, we have investigated the effect of risk attitude on social learning dynamics of third-party punishment. We studied two models: in the first model, the third-party punisher is an external authority that stands outside the competition of individuals; in the second model, those individuals endogenously perform third-party punishment so that the third-party punishers compete against non-punishers. In both models, risk-averse individuals achieved higher cooperation with a significantly lower frequency of punishment than risk-neutral or risk-prone individuals. In the first model, this means that a strong leviathan who constantly watches people and severely punishes norm violators is not needed; in the second model, it implies that not everyone needs to be an enforcer.

We also examined the effects of three variants of third-party punishment, ALL, ONE, and ONE-SIDED variants, on the social learning dynamics. In the ALL variant, all defectors are punished; in the ONE variant, only one of defectors is punished as a warning to others; and in the ONE-SIDED variant, only who actually enjoyed cheating against a cooperator is punished. We found that since the worst-case payoff of defectors in the ONE-SIDED variant is milder than that in the other two variants, it is most difficult to promote cooperation in the ONE-SIDED variant: even if cheating is toward a cheater, it should be punished for maintaining cooperation. We also found that in the case of authoritative punishment, the ALL variant can be more efficient than the ONE variant with a reasonably small frequency of observation: punishment as a warning for others is efficient only if the authority can watch people really rarely.

Risk aversion has been directly or indirectly observed in laboratory experiments of social dilemma games with punishment opportunity [27, 28, 40]. Yamagishi [27] reported that in his study, the mere existence of punishment was sufficient to promote cooperation in early trials of the social dilemma experiments. The participants might not sufficiently realize the reward structure in their early trials, so that uncertainty of punishment would increase participants' cooperation. This is in line with the present study predicting that risk aversion promotes cooperation under the existence of punishment. Qin and Wang studied the effect of probabilistic punishment. In their study, they observed an inverted U-shaped relationship between the probability of punishment and the level of cooperation, suggesting that the participants' utility function was risk averse [40]. Moreover, children seem to be risk averse under the threat of punishment [28].

A number of experimental studies reported that punishing just one, the worst contributor in a game, was enough to maintain cooperation [27, 40–44]. These observations are consistent with the present study in which the ONE variant as well as the ALL variant is effective to promote cooperation in risk averse individuals. Comparing the two variants, punishing one and punishing all, Andreoni and Gee [41] and Kamijo et al. [42] suggested that punishing one is a more efficient solution to promote cooperation. In the present study, however, the ONE variant was more effective than the ALL variant only when the frequency of watching by authority was rare. Because in their studies the amount of fine if being punished was variable depending on the amount of contribution, their study and ours are not directly comparable. More investigations to clarify this point would be required.

Finally, we mention some concerns about the assumptions in our model. One is the assumption that the risk attitude of individuals is homogenous so that they have an identical utility function of stochastic payoffs. In reality, however, people have a variety of personality and they have heterogenous attitudes toward risk [45, 46]. Risk takers might tend to be norm violators or punishers, while cautious people might tend to be non-punishing cooperators who avoid risky things. It should be interesting to incorporate such a correlation between risk attitudes and strategies into an extended model. Another concern is the assumption that the risk attitude of individuals is constant over time whereas their strategies evolve. It could be justified by thinking about the importance of risk aversion in evolutionary history. In fact, risk aversion is widely observed among animals [47], implying that it is a crucial concern across species. Risk aversion could be stressed under far stronger selection pressure than the punishment norms.
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