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We show a manipulation of a single electron at room temperature by controlling Random Telegraph Signals (RTSs) by voltage pulses. Our silicon nanowire triple-gate transistor exhibited RTSs when potential barriers were electrically created by two of the three gates. From the statistics of the signals, we optimized the voltage pulse such that a single electron was intentionally captured in the potential well, and the retention time of approximately 10 ms was observed in this memory operation. This study indicates that a single electron effect can be controllable in a form of RTSs at room temperature by electrically defining a potential well.
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1. INTRODUCTION

As the size of complementary-metal-oxide-semiconductor (CMOS) field-effect-transistor (FET) approaches to an atomic scale, various quantum mechanical effects become more apparent [1–8]. One example is the gate-leakage current due to quantum mechanical tunneling through gate oxide in a MOSFET, which increases the stand-by power of the system [6, 9]. The effect of inversion layer capacitance due to quantum confinement is also prominent, which decreases the total capacitance of a MOSFET, leading to the reduction of the device's transconductance [4, 5, 7]. Another example is random telegraph signals (RTSs). RTSs are considered to be caused by a trapping and detrapping of a single electron in a defect state, inducing undesired current fluctuation [10–13]. Noise introduced by RTSs, random telegraph noise (RTN), is one of the most extensively investigated reliability issues in state-of-art CMOS devices [8]. First observed in 1984 [8, 10], RTSs have been observed in MOSFETs [11, 12, 14, 15], static random access memory (SRAM) [16, 17], resistive random access memory (ReRAM) [18–25], and flash memory devices [26–33]. Overall, quantum mechanical effects were considered to be an obstacle for the silicon (Si) industry due to their negative impacts on the operation of CMOS circuits.

However, as the merit of quantum computations started to be recognized [34–37], a possibility of employing such quantum effects in Si device for a quantum bit (qubit) application is being actively sought by research groups [38, 39]. In order to implement a qubit in a solid state device, an isolated energy level that can contain a single electron must be embedded in a host material. Si is, in fact, an ideal material to host a spin qubit, since the spin-orbit coupling in Si is weak and thus a long coherence time is expected [40]. The presence of RTSs also indicates that there is an isolated energy level in a device that can accommodate a single electron [8]. Indeed, an electron spin resonance (ESR) signal was detected in a Si MOSFET that exhibited a RTS [41, 42]. From the observed g-factor, a single electron in a trap state was identified to cause the resonance. This indicates that an electron in a trap state responsible for a RTS can behave quantum mechanically, and thus such a trap state could potentially be used as a qubit [41, 42]. Nowadays, the importance of RTSs is highly recognized in the context of the reliability of CMOS circuits [8] as well as the future quantum computation [41–44].

In order to study RTSs, finding a device that exhibits RTSs is necessary. However, because such trap states are usually undesired and engineered away in device fabrication processes, identifying a device with RTSs requires a significant amount of measurement time [8]. Statistically large number of devices (around 104) needed to be investigated in order to find a device with RTSs [8, 11]. A systematic method to find RTSs in a single CMOS transistor at low temperature (2K) was proposed, though it still requires a highly accurate current-voltage (I–V) measurement with a long integration time [45].



2. DEVICE FABRICATION

A 2D schematic of our device and a scanning electron microscope (SEM) image are shown in Figures 1A,B, respectively [46]. Our Si nanowire transistor was fabricated at the Southampton Nanofabrication Facility on a Si-on-insulator (SOI) wafer with 145 nm-thick buried oxide (BOX). A 3D schematic of the device is shown in Figure 1A. Firstly, the nanowire (NW) was defined by electron-beam (e-beam) lithography and anisotropic wet etching, allowing the sidewalls of the nanowire to be flattened at an atomic level [(111) surface]. The thickness of SOI was 10 nm after the patterning of NW. 17.6 nm oxide was grown on top of Si NW by dry oxidation at 1,000°C, resulting in the nanowire width of 30 nm. polycrystalline Si (poly-Si) was deposited by low-pressure-chemical-vapor-deposition (LPCVD). Phosphorous dopants were heavily doped on poly-Si by spin-on-dopant (SOD) technique, followed by the rapid-thermal-annealing activation at 950°C. Two FGs (FG1 and FG2) were then defined by e-beam lithography and inductively-coupled-plasma (ICP) etching. The lengths of FG1 and FG2 (LFG) are both 75 nm. Interlayer dielectric of 9 nm was thermally grown on FGs before defining TG, where the same patterning technique was used in the definition of FG. TG covers the entire nanowire and the two FGs. The length of TG (LTG) is 125 nm. Standard aluminum (Al) process was used for metal interconnect. Finally, annealing in forming gas in 450°C was performed in an effort to terminate interface traps.


[image: Figure 1]
FIGURE 1. Device schematics of the silicon nanowire transistor. (A) A 2D graphic of the nanowire transistor. TG is not shown to clarify the structure [46]. (B) A SEM image of the device before poly-Si deposition for TG. A quantum dot (QD) is electrically defined by inverting the entire channel by TG with VFG being 0 V.




3. RESULTS


3.1. RTS Characterization for the Pulse Design

All the experiments at room temperature were performed with a Cascade M150 probe station and a Keysight B1500A Semiconductor Device Analyser. Figure 2A and its inset show the transfer characteristics of the device, in linear scale and log scale, respectively [46]. The length of the NW of our transistor is 2 μm, and it should be operational as a simple NW transistor when FGs are fully turned on. When VFG was set to 1.4 V, our NW transistor presented an ideal transfer characteristic, exhibiting a linear increase after threshold voltage (Vth) (Figure 2A) as well as a steep subthreshold slope of 68 mV/decade (Figure 2A inset), approaching the theoretical limit of 60 mV/decade [9]. Then, VFG was decreased from 1.4 to −1.4 V in 200 mV decrements. Degradation of SS and positive shift of threshold voltage are seen in Figure 2A inset. This can be attributed to the short channel effect of FG transistors. The output characteristics were evaluated with different VTG values, from 0.5 to 1 V, and the saturation was observed in all VTG values (Figure 2B). We also observed current fluctuations and its dependence on VTG. The impact of noise became more prominent as VTG increased, and its behavior was not systematically controlled by VD.


[image: Figure 2]
FIGURE 2. Transistor characteristics of the silicon nanowire transistor. (A) The transfer characteristics of the device when VTG was swept from −0.5 to 0.5 V, shown in linear scale. VFG was varied from 1.4 to −1.4 V in 200 mV decrements. The inset shows the same characteristic in log scale. VD was 50 mV. (B) The output characteristics of the device when VD was swept from 0 to 1.0 V, while VFG was 0 V and VTG was varied from 0.5 to 1.0 V in 50 mV increments.


Then, time domain measurements were carried out in order to investigate this current fluctuation [45, 46]. VFG was fixed to 0 V, while VTG was varied from 0.5 to 2 V in 100 mV increments. VD was set to 200 mV to observe the fluctuation, while maintaining thermal equilibrium [9]. ID was monitored with a sampling rate of 20 kHz for 1 s. In Figures 3A–D, the examples of time domain characteristics are shown. Two discrete current levels are seen in Figures 3A–D, noted as high and low, which are typical RTSs. When VTG was set to 0.7 V, the high state was the favored current state (Figure 3D). As VTG increased up to 1.1 V (Figure 3C), the low current state was observed more often. Further increase of VTG led to fewer observations of the high current state, and the low current state was predominantly observed (Figures 3A,B). This reveals that the current fluctuation seen in Figure 2B was RTSs and VTG controlled its dependence.


[image: Figure 3]
FIGURE 3. Time domain characteristics of the silicon nanowire transistor and properties of the observed random telegraph signals. (A–D) Examples of the time domain characteristics of the device. ID was monitored for one second at different voltage conditions. VFG and VD were 0 V and 200 mV, respectively, while VTG was 1.9 V in (A), 1.5 V in (B), 1.1 V in (C), and 0.7 V in (D). Two discrete current states are clearly seen in all measurements and are labeled as high and low. (E–H) The histograms of the corresponding time domain characteristics (E) for (A), (F) for (B), (G) for (C), and (H) for (D). (I) The occupancy of the QD against VTG, calculated by the Equations (1) and (2). The dotted lines are visual guides. (J) The transfer characteristic of the device reproduced from time domain measurements with the presence of RTS. IHigh and ILow were plotted against VTG as squares and circles, respectively. The dotted lines are parabolic functions for fitting. The inset shows the difference between IHigh and ILow, which is linearly increasing as a function of VTG. (K) The lifetimes of the current states. The blue filled circles are lifetimes of high state (τHigh) in different bias conditions, while the magenta filled circles are the ones of low states (τLow). The dotted lines are visual guides.


We quantitatively analyzed this trend by calculating histograms of each current trace against time [46], and found the nature of the RTS to be stochastic shifts in the Vth of the transistor. A histogram gives the probability of observing a certain current value [P(ID)] in a certain time domain measurement. Figures 3E–H show the histograms of time domain measurements displayed in Figures 3A–D, respectively. Two current peaks were observed in all four plots, indicating that the two discrete current states were clearly distinguishable. Therefore, the probabilities of observing the high current state (nHigh) and low current state (nLow) can be defined as follows
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where ID,High (ID,Low) is the ID value that gives the maximum of the peak for the high (low) current state, ID,mid = (ID,High + ID,Low)/2 separates the two current states and [image: image] is a normalizing factor. The probabilities of observing the high and low current state are plotted against VTG in Figure 3I. As VTG increased, the probability to observe low current state increased, while the probability to observe high current state decreased. The VTG that gave a symmetric probability distribution is around 1.3 V, noted as Vsym in Figure 3I. In Figure 3J, ID,High was plotted against VTG as squares, while ID,Low was plotted against VTG as circles. These two plots (ID,High vs. VTG and ID,Low vs. VTG) can be considered as two transfer characteristics with different Vth values (low Vth and high Vth) in the same device. The difference in Vth between the two Vth states can be precisely evaluated by finding a fitting function for ID,High [f(VTG)] and shift f(VTG) by ΔVth. The fitting function f(VTG) was determined phenomenologically as a parabolic function with regards to the linear trend of the amplitude of RTS (ΔI = ID,High – ID,Low) against VTG (Figure 3J and its inset). f(VTG) was plotted as a dotted line in Figure 3J. f(VTG − ΔVth) was plotted with a ΔVth of 24 mV, shown in Figure 3J as a broken line, which reproduced the original data trends with sufficiently small deviations. Here, ΔVth of 24 mV was determined by the least square fitting. Therefore, the high current state can be attributed to the low Vth state, while the low current state can be assigned to the high Vth state. This indicates that the Vth of our transistor was randomly switching between two states, exhibiting itself as RTSs, and as VTG increased it eventually ended up predominantly in the high Vth state. Although the amplitudes of RTS in ID were increasing as VTG increased, this can be understood as a result of a constant, parallel shift of the transfer characteristic that is not a linear function of gate voltage. This analysis provides an objective method to uniquely identify the shift of threshold voltage caused by RTS, from static RTS measurements.

We attribute this positive threshold voltage shift to a charging of an electron in the QD [46]. Once an electron was trapped in the QD, it was fixed in the QD and therefore reduced the number of mobile carriers that contributed ID. The coupling of an electron and the resulting shift in Vth can be evaluated by the coupling capacitance;
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By substituting ΔVth = 24 mV, CRTS of 6.67 aF was obtained. This is in good agreement from the capacitance of the TG, CQD = ϵ0κoxS/tox = 6.65 aF, where ϵ0 is the permittivity of vacuum, κox = 3.9 is the relative permittivity of Silicon dioxide, S is the size of the QD (30 nm in width and 125 nm in length) and tox is the thickness of the gate dielectric.

Finally, the average lifetimes of each current state (τHigh for the high state and τLow for the low state) were calculated at each VTG values. τHigh and τLow can be efficiently calculated using time derivative of ID for each time domain measurement [46]. Figure 3K shows τHigh and τLow against VTG. τHigh rapidly decreased as VTG increased, while such a steep trend was not observed in τLow's dependence on VTG, which stayed almost constant around 20 ms. At VTG = 0.6 V, the lifetime of the high state was more than 150 ms, meaning that the observation of the low state in shorter time scales was not expected. At VTG = 2.0 V, the lifetime of the low state (20 ms) is much longer than that of the high state, meaning that the high state would not last long even if it is observed.



3.2. Single Electron Memory Effect

To demonstrate the single electron memory effect based on RTS, an arbitrary waveform generator module of the B1500 was used to output a single pulse with a sufficiently short ramp-up/down time (around 10 μs). The pulse was designed based on the RTS statistics. ID was monitored before, during and after the pulse to capture the dynamics of an electron with VD = 200 mV. The first step was to confirm that the QD was empty by applying 0.5 V to TG, where the high current state of the RTS dominated. Then, VTG was ramped up to 2.0 V such that the low current state was preferred while the QD was still empty [47]. The transition from the high state to the low state, equivalent to the trapping of an electron, was observed as a discretized current drop [47]. VTG was then ramped down to the initial value, 0.5 V, such that the favored current state is now the high state while the trapped electron remained in the QD. An electron stayed in the QD until it was emitted, leading to a discretized current increase in ID [47].

Examples of successful demonstrations of the single electron memory effect are shown in Figure 4. In Figure 4H, for example, a sudden, sharp drop of ID (about 5 nA) was observed at 52 ms, as expected. Similar current drops were seen in Figures 4I,K–M. This suggests that an electron was certainly injected into the QD, and at the time of ramp down (60 ms) it was still inside the QD. After the voltage ramp down, clearly the value of ID after the pulse is lower than before (about 0.5 nA, Figures 4A–G) [47–49], even in the presence of the unwanted noise in ID with the frequency of 50 Hz. In the case of Figure 4A, for example, ID stayed in the low level (5.0 nA) for about 40 ms before returning to the original current value, 6 nA. The current jump is highlighted by black arrows for Figures 4A–G. To our best knowledge, this is the first demonstration of dynamic manipulation of an electron based on RTSs at room temperature.


[image: Figure 4]
FIGURE 4. Single electron memory effect utilizing Random Telegraph Signals. (A–G) ID monitored from 0 s to 150 ms in the range of 4.5 to 7.0 nA. (H–N) ID monitored from 45 to 65 ms in the range of 450 to 520 nA. VD was set to 0.2 V. In the first 50 ms, VTG = 0.5 V was applied to empty the QD (A–G). After the initialization, VTG was ramped up to 2 V over 30 μs (H–N). Until 60 ms, VTG was kept 2 V to capture an electron in the QD (H–N). VTG was then decreased to 0.5 V over 30 μs, and ID was monitored for a further 90 ms (A–G).


A sharp current drop was not always observed during the pulse, as can be seen in Figures 4J,N. For Figure 4N, this is expected as before the pulse the electronic state was already filled by an accidental RTS event. For Figure 4J, as the initial electronic state was empty, the only possibility is that the RTS event happened during 30 μs of ramp up. Also, as in Figures 4K,L,N, accidental RTS events were observed during the pulse, changing the electronic state from desired filled state to the empty state. However, as the bias condition was properly optimized, after 10 ms of the pulsing time the electronic state returned to the filled state. This means that this memory operation is robust against such a bit error. We also observed the delay in ID, where the response of ID did not follow the exact waveform of the pulse. This transient effect can be attributed to the capacitive coupling of the wafer stage of the probe station and the substrate, which is insulated by back oxide masked by undoped poly-Si. The effect of floating body effect (FBE) can be eliminated in this context, as FBE usually involves holes injected by impact ionization, where drain is pulsed with an amplitude of around 1 V [50]. In our single electron memory experiment, the drain voltage was fixed to 200 mV and only the gate voltage was pulsed in a ramp up/down time of 30 μs, and it is unlikely that impact ionization could have occurred in this situation. With regards to the relation between the transient effect and the capture of an electron in the QD, we can conclude these two phenomena are not correlated because of the presence of the accidental RTSs, observed in Figures 4K,L,N (highlighted by dashed arrows). If the transient effect plays the central role in the trapping process of an electron in the QD, that mechanism cannot explain as to why an electron could be detrapped from the QD. On the other hand, if the capture and emission process is thought to be governed by the RTS statistics, which is a function of TG voltage (Figures 3I,K), the accidental detrap and recapture of an electron (seen in Figures 4K,L,N) can naturally occur, as such RTS event cannot be completely avoided even though the probability to occur is <10% (Figure 3).




4. DISCUSSION


4.1. Physical Origin of the RTSs

The nature of the RTS was identified as a stochastic switching between two threshold voltage states, which ended up in the high Vth state due to the occupation of the QD by an electron. That is, the drain current of our transistor can only be determined probabilistically, which is a clear manifestation of quantum/single electron effect in our Si transistor. We already attributed this quantum effect to the electrically defined QD; a single electron gets trapped and detrapped in the QD region defined by two FGs in section 3.1 [46]. Standard CMOS devices with a smaller device size do not exhibit such a trapping and detrapping of an electron as there is no electrically defined potential well in the channel. Built-in potential between the doped region and the body of the transistor can be overcome by the diffusion mechanism [9]. The electrically defined potential barriers cannot simply be surmounted by the difference in doping concentration, such that electrons with sufficiently high energy can thermally surpass the energy barrier, obeying Boltzmann distribution [51]. While the majority of electrons can travel to drain after overcoming the barrier, a single electron can lose significant kinetic energy by scattering, and becomes trapped in the potential well defined by FGs. For an electron to be detrapped from the QD, it needs to be thermally activated again. The presence of a trapped, fixed electron leads to lower drain current output under the same voltage condition, as VTG induces the same number of electrons under the TG regardless of whether they can be mobile or fixed. This is equivalent to the positive shift in Vth.

To confirm our hypothesis, we first characterized our device at 4.2 K to confirm the presence of a QD defined by potential barriers [52]. We identified the presence of Coulomb blockade features, shown in Figure 5. VFG1 and VFG2 were set to 0.5 and 0 V, respectively. Coulomb diamonds around VTG = 0.8 V (labeled as 2 in Figure 5) and 0.95 V (labeled as 3 in Figure 5) share the similar size, which are smaller than that around VTG = 0.6 V (labeled as 1 in Figure 5), indicating the presence of a single QD when VTG was more than about 0.7 V, where the RTSs were observed. Conductance peaks that surround the Coulomb blockade features were also observed, highlighted by arrows in Figure 5 [45]. With respect to the asymmetry observed in the charge stability diagram, we attributed it to the physical asymmetry of the device, particularly the position of the QD located between source and drain. Such an asymmetry could have been caused during the fabrication process, such as e-beam misalignment and poor patterning [46]. A quantum dot can couple differently with two leads, which appears as different coupling capacitances (CS and CD) and therefore asymmetric Coulomb blockade features [52]. This asymmetry can be corrected by adjusting voltage applied on source, drain, gate, and substrate [53]. However, the reason why we performed this low temperature measurement is to confirm the presence of the QD in our device, and for this purpose observing a Coulomb blockade was sufficient.


[image: Figure 5]
FIGURE 5. Coulomb blockade observed in our device at 4.2 K. VFG1 = 0.5 V and VFG1 = 0 V. Conductance peaks are observed outside of the blockade region.


To extract the size of the QD, we used the diamond observed when VTG was swept from 0.9 to 1 V, as the RTS and single electron memory effects were observed in the similar voltage condition. Also, the size of the QD could be underestimated due to the inversion layer capacitance [54]. The capacitance of the QD (CQD) and its couplings to the TG, source and drain (CTG, CS, CD) are 21, 1.58, 6.32, and 13.1 aF, respectively. The charging energy ([image: image]) and the size of the QD in this voltage condition can be estimated from these capacitances, which are 3.75 meV and 28 × 28 nm, respectively. The estimated size of the dot was smaller than the designed QD, implying that the broadening of the field effect decreased the effective size of the QD. This means that a QD was realized in our nanowire transistor at low temperature with well-defined electrostatic potential barrier formed by FGs. This also means that the effective length of the gate in the QD region should also be around 30 nm. At room temperature, a Coulomb blockade effect is masked by the thermal fluctuation energy, 26 meV [52]. However, the potential barriers formed by FGs are not altered much upon the change in temperature. Therefore, we understand an isolated energy level is still present inside the QD, causing RTSs on drain current characteristics. This energy level cannot be observed as Coulomb blockades, due to its low charging energy.

Certainly, the possibility that the RTS occurred due to unintentional electron traps or defect states cannot be excluded without directly observing the absence of such traps in our device. However, based on the fabrication process and the result of characterization of our device, we still believe that the proposed RTS mechanism of an electron trapped and de-trapped in the QD can explain the observed phenomena more comprehensively than that based on interface traps or dopants. The best possible care has been taken in order to eliminate any electron traps generated during the fabrication process. The formation of the gate oxide on top of nanowire was performed by dry thermal oxidation at 1,000°C, avoiding introducing electron traps in the gate oxide during the oxidation process. The final stage of the fabrication process was forming gas anneal at 450°C, in an attempt to terminate any surface states [9]. Phosphorous dopants were activated by rapid thermal annealing, such that dopant profile was well controlled while maintaining the conductivity between the body and source/drain of the transistor. The transistor characteristics implied that the device was successfully fabricated with a high quality, exhibiting the subthreshold slope of 68 mV/decade and no hysteresis. Three kinds of electron traps can be identified to cause RTSs, which are (1) trap levels in the oxide (2) surface states (3) dopant atoms in the channel. The possibility of RTS caused by a trap level in the oxide can be excluded from the time domain analysis. The average lifetime of RTSs and the trap depth can be correlated with each other by the following formula [8, 55]

[image: image]

where XT is the depth of the trap, tOX is thickness of the oxide, k is the Boltzmann constant, T is the temperature, e is elementary charge, τc is the average lifetime of high state and τe is the average lifetime of low state. Using the Equation (4), the depth of the trap level is about 1.76 nm (XT/tOX = 0.1). It is unlikely that the RTS with an average lifetime of 10 ms caused by this rather deep trap, based on the report studying transistors in 40 nm generation, where such a fast RTS should occur from trap levels around 0.2 nm in depth [55]. Regarding surface states, this possibility can also be removed as the transistor was operating at strong inversion and Fermi energy should be much higher than the conduction band bottom. Surface states are located in the bandgap of silicon, and thus they are located below the bottom of the conduction band [9]. When Fermi energy is above the trap level, the level is occupied and cannot influence the transport. RTS caused by a discrete dopant level at room temperature is rather rare, and majority of such RTSs are reported at low temperature [48, 56], which is not the main scope in this paper. The number of intrinsic dopant traps in the QD area is <1, considering the trap density in Si devices (1010cm−3) and the designed size of the device, 30 × 125 nm.



4.2. Potential Energy Diagram

Then, we calculated the energy level in the QD as well as the height of the energy barriers, from the time domain measurements (Figures 6A,B) [8, 46]. Here, we assumed that capture and emission events of an electron are the result of the thermal activation process [8, 46, 51, 57]. Figures 6C–E describes the schematic of the energy landscape assumed in this paper. Fermi energy of source is noted as ES on the left of FG1, and the solid, curved line represents the energy potential along the nanowire. The peak of the potential barrier is named ΔE + ES, meaning that the summit of the potential is higher than Fermi energy of source by ΔE. The discrete energy level in the QD is called ϵ + ES, meaning that the energy level is higher than ES by ϵ. These parameters that underpin the energy diagram of the system can be then correlated with the average lifetimes of RTS
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where Pcapture and Pemission is the probability of observing a capture event (a transition from the high state to the low state) and an emission event (a transition from the low state to the high state) in one second, ninv is the electron density in the inversion layer, vthn is the thermal velocity of electrons in the channel, σ0 is the temperature independent capture cross section coefficient, k is the Boltzmann constant and T is temperature [8]. This formula can be understood conceptually as follows; a cloud of electrons with an average velocity of vthn and an average density of ninv are moving toward a capturing target with a capture cross section of σc = σ0 exp(−Eb/kT), where Eb is an energy barrier to be overcome for an electron to be captured [8]. Therefore, this gives the probability of an electron in the cloud being captured by the capturing target in a unit time [8, 57]. For an electron to be captured from the source to the QD, it must overcome the energy barrier of ΔE, while for an electron to be emitted from the QD to source, it must surpass the energy barrier of δE = ΔE − ϵ (Figures 6C–E), justifying the exponential term in the Equations (5) and (6), respectively.


[image: Figure 6]
FIGURE 6. Capture and emission mechanism of an electron from estimated energy barriers. (A) The energy level in the QD against VTG calculated using Equation (7). The filled circles are extracted from the ratio of the lifetimes, while the broken line is the linear fit of the data. Vsym is the voltage value when the energy level is completely aligned to the conduction band bottom of source, which is around 1.3 V. (B) The energy barriers for an electron to be captured and to be emitted from the quantum dot. The capture barrier ΔE and the emission barrier δE = ΔE − ϵ are plotted against VTG as squares and filled circles, respectively. The dotted lines are visual guides. (C–E) The energy diagram inferred from the estimated energy barriers, depending on VTG with respect to Vsym.


The energy level in the QD with respect to ES can be calculated from Equations (5) and (6) by canceling ΔE out, without assuming numerical values of ninv, vthn and σ0 [46];

[image: image]

Figure 6A shows ϵ against VTG, revealing the linear dependence of ϵ on VTG. This means that the energy level in the QD is controlled linearly by changing the voltage applied on TG.

To calculate ΔE from τHigh, ninv, vthn, and σ0 must be assumed. ninv was assumed to be 1016cm−3. The typical value for inversion layer, 1018cm−3, should be valid when our transistor operates with two FGs completely turned on [9]. Since we limit the net current by applying 0 V to FGs, the on current is two orders of magnitude less than the one when VTG = 1.4 V (Figure 2A inset). We attributed this degradation of on current to the decrease in the electron density in the channel. vthn was assumed to be 107m/s [9]. σ0 was set to 10 × 10nm = 10−12cm2, reflecting the order of magnitude of the nanowire width and the thickness of SOI.

Assuming those numerical values, ΔE and δE were calculated and plotted against VTG as squares and filled circles (Figure 6A), by solving the Equations (5) and (6), respectively. As VTG increased, the capture barrier ΔE decreased, while the emission barrier δE stayed around 310 meV (Figure 6B). The energy barriers calculated were much higher than the thermal energy of kT = 26 meV at room temperature, which is reasonable as this explains the long lifetime of RTS states compared to the kinetics of electrons (around pico second). The asymmetric behavior of capture and emission barriers can be attributed to TG's capacitive coupling to FGs, reducing the capture barrier height as a second order effect (Figures 6C–E).

A similar potential diagram was proposed to explain Coulomb blockades at relatively higher temperature [58]. However, absence of Coulomb blockade in our device at room temperature is clear from the transfer characteristics (Figure 2), and therefore it is difficult to explain the observed RTS and resulting threshold voltage shift within the regime of Coulomb-blockade transport. At room temperature, our device operated as a FET and the channel is assumed to be uniform. Several studies report that a FET becomes a single-electron-transistor at low temperature [54] or even at room temperature [59, 60], due to inhomogeneity of the channel, leading to a pseudo one-dimensional conduction path accompanied with a QD. In such a situation, electrons must transport via the QD, either by quantum-mechanical tunneling [52] or by thermal activation [58]. Therefore, when an electron occupies the dot, the conduction must be blocked. However, in our case, as the channel is uniform, electrons do not necessarily transport from source to drain via the QD, and therefore a trapped electron would not stop electric current going through. Instead, we understand a trapped electron shift the threshold voltage of the transistor.




5. CONCLUSION

In this work, we demonstrated a dynamic manipulation of a single electron based on RTSs in a triple-gate Si NW transistor at room temperature, namely single electron memory effect. Our device exhibited a RTS when two FGs formed potential barriers to create an electrically-defined QD, while voltage on TG was varied to control the probability to observe two current states, the high and low states. The nature of the RTS was revealed to be a parallel shift of the threshold voltage, and a systematic method to extract the shift from time-domain measurements was also explained. Based on the characteristic of the RTS, the capture and emission of an electron were dynamically controlled by a voltage pulse at room temperature. We also confirmed that our device manifested Coulomb blockades at low temperature in a similar voltage condition, meaning that our device operates as a conventional single electron transistor.

A systematic method with a reasonably short characterization time is required to find a RTS for future application of RTSs for quantum technology. We approach this demand by fabricating a device that can simulate a physical situation causing RTSs, and we successfully controlled the RTSs both statically and dynamically. Our work should pave the way to a new way of manipulating carriers at a single electron level for quantum application.
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