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Myocardial perfusion imaging (MPI) with positron emission tomography (PET) allows quantitative temporal measurements of the radioactive tracer distribution in tissue. The quantification for myocardial blood flow (MBF) is conducted with kinetic modeling of the image-derived time-activity curves (TACs) allowing derivation for MBF in units of mL/min per gram of tissue. The ordered-subset expectation maximization (OSEM) reconstruction algorithm with time-of-flight (TOF) and point spread function (PSF) modeling is now routinely employed in cardiac imaging. However, the varying counting statistics of the MPI measurements conducted with short-lived tracers present a challenge for the PET image reconstruction methods. Thus, the effect of the reconstruction methods on the flow quantification needs to be evaluated in a standardized manner. Recently, a novel PET flow phantom modeling the MBF has been developed for investigation of the standardization of the MBF measurements. In this study, the effect of the reconstruction parameters on the image-derived flow values against a known reference flow of the flow phantom was studied with [15O]H2O. The effects were studied by comparison of TACs and relative errors of the image-derived flow values with respect to the phantom-derived reference flow value using 5 repeated PET scans with fixed acquisition parameters using a digital Discovery MI PET/CT system. The reconstruction methods applied were OSEM using both TOF and PSF (OSEM-TOF-PSF) with several matrix sizes (128 x 128, 192 x 192, 256 x 256, 384 x 384), Gaussian filter sizes (4, 8 mm) and OSEM without TOF and PSF (OSEM), with TOF (OSEM-TOF) and with PSF (OSEM-PSF) in addition to recently introduced regularized reconstruction method based on Bayesian-penalized maximum likelihood (Q.Clear). Between repeated measurements, the image-derived flow values showed high repeatability with a SD less than 2 mL/min as well as high accuracy with the maximum error of 7% with respect to the reference flow for all reconstructions. Overall, reconstruction settings had only a small impact on the resulting flow values. In conclusion, due to the small differences detected, any of the implemented reconstruction algorithms on the system can be applied in MPI studies for accurate flow quantification.
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INTRODUCTION

Positron emission tomography (PET) is a noninvasive imaging modality allowing quantitative temporal measurements of the radioactive tracer distribution in tissue. By means of myocardial perfusion imaging (MPI) with dynamic PET, the myocardial blood flow (MBF) can be derived by kinetic modeling of the tracer distribution in the myocardium [1–4]. The kinetic modeling employs time-activity-curves (TACs) measured from the blood pool and myocardial tissue, resulting in derivation for MBF in quantitative units of mL/min per gram of tissue. Flow quantification provides important physiologic information, which may be useful to individualize patient therapy. The MPI studies are usually conducted with short-lived radiotracers such as [15O]H2O, [82Rb]Cl or [13N]NH3 [5].

Iterative reconstruction methods in PET, such as ordered-subset expectation maximization (OSEM) algorithm method with time-of-flight (TOF) and point spread function (PSF) modeling are now routinely employed in cardiac imaging [6–8]. In addition, regularized reconstruction methods based on Bayesian-penalized maximum likelihood (Q.Clear) have recently been introduced [9]. However, dynamic scans with short-lived tracers are a challenge for image reconstruction, especially due to ~10 times higher count rates after injection compared to the end of the scan. Moreover, short time frames are used in the beginning of the scan whereas at the end of the scan, the frame times are increased to account for tracer decay and increased noise [7, 10]. Thus, both image quality and quantification need to be preserved in the presence of varying count statistics and image noise.

Previously, Presotto et al. [7] investigated the accuracy of the iterative OSEM reconstruction method, including TOF and PSF, against analytical reconstruction by using a cardiac phantom with [18F]FDG and [13N]NH3. Their study showed an improvement in activity concentration recovery and a decrease in variability when the iterative reconstruction with both TOF and PSF was used. Similarly, Matheoud et al. [11] proved that OSEM reconstruction with TOF and PSF improved the image quality in cardiac [18F]FDG studies. Kero et al. [10] studied the effect of OSEM reconstruction method with TOF on the MBF with [15O]H2O MPI. The authors compared a simultaneous PET/MR system to a PET/CT system. They showed no differences in MBF with or without TOF with the PET/MR system. In addition, O'Doherty et al. [12] studied the Q.Clear reconstruction in [13N]NH3 perfusion studies showing no adverse effect on MBF quantification.

However, technical standardization and investigation of the approaches used for reconstruction of MBF measurements are still required. For oncological [18F]FDG studies, the reports of standardization organizations, such as EARL, have reviewed a large set of factors affecting quantification of standardized uptake value (SUV) [13]. Ferretti et al. [14] investigated the harmonization of the SUVs and discussed that reconstruction methods that allow accurate image-based SUV quantification and not only optimized lesion detection are required. Therefore, it would be of high interest to study the effect of image reconstruction parameters also in flow quantification.

To our knowledge, no such systematic approach has been applied to MBF quantification in PET with [15O]H2O with a reference standard. In previous studies, evaluations of reconstruction method accuracies have been conducted with phantoms in static circumstances using [18F]FDG [7, 11, 15]. The authors investigated both the accuracy of recovery of the activity and parameters that are related to the image quality and detectability of myocardial defects. However, it would be of interest to study also parameters that represent the dynamic state and the kinetics of the MBF. O'Doherty et al. [12] suggested that a phantom representing myocardial perfusion should be used as a standard for kinetic modeling in comparison of reconstruction methods.

Recently, a novel flow phantom has been developed and validated to investigate flow quantification accuracy and precision in dynamic PET studies against a known reference flow value [16]. Consequently, the dynamic phantom offers an ideal standard for investigation of the effect of different image reconstruction methods and reconstruction parameters on the quantified flow values. In this paper, we studied the effect of PET image reconstruction on the image-derived flow values with a wide set of parameters. We used a standard protocol based on the reported factors by EARL to minimize other effects related to image quality and flow quantification. We applied a recently introduced PET flow phantom and [15O]H2O as radiotracer and assessed the effect of image matrix size, Gaussian filter size (GFS), PSF modeling, TOF and regularized reconstruction (Q.Clear) to flow quantification using a recently introduced digital Discovery MI PET/CT system.



MATERIALS AND METHODS


Flow Phantom

This study was conducted with a novel PET flow phantom (DCE Dynamic Flow Phantom, Shelley Medical Imaging Technologies, London, Ontario, Canada). The details of the construction and validation of the phantom are presented in Gabrani-Juma et al. [16]. The phantom set-up includes a peristaltic pump, an injection port, a torso-shaped water-filled shell, flow control valves, flow meters and water containers.

The phantom set-up is represented in Figure 1 [16]. The outer dimensions of the phantom shell are similar to the NEMA image quality phantom. An input chamber (volume of 15.7 mL) as well as an exchange cylinder (volume of 161 mL) with a perforated tube (volume of 35 mL) are located inside the shell of the phantom. The input chamber corresponds to the left ventricle blood pool, while the exchange cylinder and perforated tube mimic the myocardial tissue. The input chamber and exchange cylinder allow to derive image-based input and tissue activity curves. The flow running in the phantom system is adjusted with a peristaltic pump, where the flow is marked as Qpump in units of mL/min. Qpump is assumed to be equal to the flow inside the input chamber. From the input chamber water proceeds to the perforated tube inside the exchange cylinder. Water passes from the perforated tube to the exchange cylinder through small holes. The water flow inside the perforated tube is marked as Qtube and the water flow out from the exchange cylinder is marked as Qcyl. These values can be controlled with two flow control valves. Overall, it is assumed that the sum of Qtube and Qcyl should be equal to Qpump:
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FIGURE 1. Flow phantom set-up. The peristaltic pump creates the flow inside the phantom with a constant flow rate Qpump. The phantom shell includes an input chamber and an exchange cylinder, where both the image-derived input function and tissue activity curves can be defined by region-of-interest analysis. A perforated tube is located inside the exchange cylinder, where the tracer passes from the tube to the cylinder. The flow inside the perforated tube is Qtube and inside the exchange cylinder Qcyl which are controlled with flow control valves. Qin and Qout are the modeled image-derived flow values. Qin represents flow from the perforated tube to the exchange cylinder and Qout flow out from the exchange cylinder [16].


The actual flow meter readings Qtube and Qcyl are recorded during the image acquisition using two microturbine flow meters (Omega Engineering Inc.) [17]. Flow meter calibration is conducted by following the calibration protocol. The system is run with several flow rates and the flow meter readings are recorded. The recorded values are plotted against the theoretical flow rates. Finally, the reference flow (Qref) to which image derived values are compared is derived based on measured values from Qcyl using a lookup table [16].



Kinetic Modeling of Flow Values

The image-derived flow values with the phantom are derived using kinetic modeling with a two-compartmental model [16]. The two-compartmental model is implemented in the software QuantifyDCE provided by the phantom vendor (QuantifyDCE 1.1, Shelley Medical Imaging Technologies, London, Ontario, Canada).

The modeling of image-derived flow values is based on TACs measured by a volume-of-interest (VOI) analysis. VOI delineation is conducted by selecting the center point of the input chamber and exchange cylinder from the PET images. Spherical region-of-interests (ROIs) at the center points with a specific diameter for input chamber and exchange cylinder are automatically produced and the VOI is delineated by searching all pixel values corresponding a certain threshold range within the ROI. Finally, the activity concentrations in the input chamber (CinletVOI(t)) and in the exchange cylinder (CcylVOI(t)) are derived by summing the VOI pixel values, multiplied by the pixel volume and divided by the input chamber and exchange cylinder volumes, respectively [16].

The software models the tracer activity concentration in the exchange cylinder over time as:
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where * represents the discrete convolution operation, Ccyl(t) represents the time-dependent tracer concentration in the exchange cylinder, qin represents the tracer wash-in rate to the exchange cylinder (min−1), and qout represents the tracer wash-out rate from the exchange cylinder (min−1). Ctube(t) is equal to the activity concentration in the perforated tube and is estimated based on the CinletVOI(t) where a time delay factor is taken into account. Finally, as Ccyl(t) contributes signal from both the exchange cylinder and the perforated tube, the pure activity concentration in the exchange cylinder is modeled with an input signal fraction (ISF) corresponding to the signal mixing from the perforated tube to the exchange cylinder as:

[image: image]

Thus, the model contains four parameters, delay, ISF, qin and qout which are solved using the standard approach of non-linear least-squares fitting. The modeled parameters for rate constants qin and qout in units of min−1 can be converted to final image-derived flow values Qin and Qout (units of mL/min) when they are multiplied by the cylinder volume (Vcyl = 161mL).

Thus, Qin (Qin = Vcyl × qin) represents the flow from the perforated tube to the exchange cylinder and Qout (Qout = Vcyl × qout) the flow out from the exchange cylinder. Ultimately, they should be equal to Qref as no losses should occur in the phantom:

[image: image]
 

PET/CT System

The phantom was imaged with a digital Discovery MI PET/CT system (DMI, GE Healthcare, Milwaukee, US). The DMI PET detector system consists of 4 rings of detector blocks. One detector ring comprises 136 detector blocks. Each block employs 3 x 6 array of silicon photomultiplier (SiPM) detectors with a 4 x 9 array of lutetium-yttrium oxyorthosilicate (LYSO) crystals with one crystal element size of 3.95 x 5.3 x 25 mm. The axial and transaxial FOV sizes of the DMI are 20 and 70 cm, respectively. The NEMA performance parameters of the DMI are 13.7 cps/kBq for sensitivity, 4.10 cm for radial spatial resolution at 1 cm distance from the FOV center, 193 kcps for peak noise-equivalent count rate (NECR), 21.9 kBq/mL for peak NECR activity, 40.6% for peak NECR scatter fraction, 375 ps for timing resolution and 9.40% for energy resolution [18].



Data Acquisition

The PET data acquisition was conducted using 5 repeated scans in the PET/CT system using the same phantom set-up. To ensure repeatability, the acquisition parameters were fixed for each measurement as recommended in [19]. The measurements were conducted by following the clinical perfusion protocol used in the Turku PET Centre [20] as follows. The injection and measurement of doses were performed using the Hidex automatic dispenser system (Hidex OY, Turku, Finland). [15O]H2O was injected separately for each measurement with a target dose of 500 MBq. Dynamic PET scan was started after a time delay after the injection and acquired as list-mode. Frame times of 14 x 5 s, 3 x 10 s, 3 x 20 s, and 4 x 30 s were used leading to a total scan time of 4 min and 40 s.

The phantom shell was set on the system table and a CT based attenuation correction (CTAC) scan was acquired using the low-dose protocol with tube voltage of 120 kVp and 63–65 mAs. For each repetition, an individual CTAC was acquired. The PET scan was acquired following the perfusion protocol. The injected doses for repeated measurements were in the range of 463–495 MBq (Table 1). The time delay between the injection and the scan start time are presented in Table 1.


Table 1. Scan parameters for all repeated scans.

[image: Table 1]

For each measurement, a fixed Qpump of 200 mL/min was used. Qcyl was adjusted to 60% of Qpump with a flow rate of ~120 mL/min and Qtube of 98 mL/min. The flow meter readings were recorded between CTAC and dynamic PET scans. The recorded flow values are also presented in Table 1. The flow rates follow what has been reported before [16].



PET Image Reconstruction

To investigate the effect of image reconstruction to the image-derived flow values, different reconstruction parameters were used and the reconstructions were performed similarly for all repeated measurements.

The OSEM reconstructions with TOF and PSF (OSEM-TOF-PSF) with different matrix sizes and GFS, as well as OSEM without TOF and PSF (OSEM), with TOF (OSEM-TOF) and with PSF (OSEM-PSF) with a single matrix size (192 x 192) and a single GFS (5 mm) were investigated. In all reconstructions, a 3D-OSEM algorithm with 3 iterations, 16 subsets and a FOV size of 50 cm was used. In addition, we studied the effect of regularized reconstruction Q.Clear with β = 350 (QCFX) with an image matrix size of 192 x 192. The default value for β on the Discovery MI system was used, which defines the term to penalize image intensity differences between neighboring pixels, such as image noise. The reconstruction methods are summarized in Table 2.


Table 2. Reconstruction parameters applied in the flow phantom study, separated according to matrix and filter (GFS) size, TOF and PSF and regularized Q.Clear reconstruction.

[image: Table 2]

It should be noted that due to technical difficulties in the DICOM data export to QuantifyDCE version 1.1, the OSEM reconstruction (Table 2, VPHD) could not be analyzed for tests 2 and 5 and the OSEM-TOF reconstruction (Table 2, VPFX) could not be analyzed for the test 2, 3, and 5. The phantom vendor has been notified about the issue and will provide an update in the software in the future.



Data Analysis

To study the effect of the reconstruction parameters, the input (input cylinder) and tissue (exchange cylinder) TACs from all the reconstructions were derived from the phantom using QuantifyDCE 1.1 software by a semi-automated VOI analysis performed similarly for all reconstructed images. The parameters used to define the VOIs for all the reconstructions were fixed: sphere radius of 4 and 6 cm for input chamber and exchange cylinder, 15% threshold for both, volume of 15.7 mL and 161 mL for input chamber and exchange cylinder and a pixel volume of 19 mm3. The final VOI was defined based on activity concentration values of 15% of the maximum activity concentration within the sphere semi-automatically by QuantifyDCE software. The extracted TACs were visually inspected to investigate their shape between subsequent repeats and reconstructions. The areas under the input and tissue curves (AUC) were computed to analyze the AUC value over all subsequent measurements and reconstructions.

Finally, the phantom-derived flow values Qin and Qout were investigated. The flow values Qin and Qout were derived by the image-based two compartmental kinetic modeling presented in Kinetic Modeling of Flow Values. The mean values and standard deviations (SD) of the AUC and flow values were calculated. The relative errors of the Qin and Qout flow values with respect to the reference flow value Qref were calculated using the following equation

[image: image]

where flow value is either Qin or Qout and Qref is the reference flow value derived from recorded Qcyl values and using a lookup table.

We report the mean and SDs of the input and tissue TACs over all the subsequent measurements and reconstructions. Similarly, we present the AUC values from input and tissue TACs as well as the image-derived Qin and Qout flow values. Qin and Qout errors with respect to Qref are reported over all subsequent measurements per each reconstruction.




RESULTS

The mean input and tissue TACs with their SDs from all reconstructions are shown in Figure 2. No clear difference between the TACs derived from the images reconstructed with OSEM-TOF-PSF with different matrix sizes, GFSs or Q.Clear is noted. Thus, only one input and tissue TAC is presented for those reconstructions in Figure 2A. However, TACs derived from images reconstructed with OSEM, OSEM-TOF or OSEM-PSF show differences in the input and tissue curve shape and thus, all those TACs are presented in Figure 2B. The input peaks of those reconstructions are shown beside the TACs in order to illustrate the difference. Overall, the deviation in TACs between subsequent measurements is similar for all reconstructions.


[image: Figure 2]
FIGURE 2. Input and tissue time-activity curves (TAC) presented for the reconstructions. In (A) is shown the TACs of the Q.Clear reconstruction, similar to OSEM-TOF-PSF reconstructions with different matrix sizes and GFS values and thus, are not shown separately. In (B) the TACs of the OSEM, OSEM-TOF, and OSEM-PSF reconstructions are shown with a zoom-in to the input peak. Difference in shape and amplitude between the TACS of the reconstructions is seen. The 50 s delay has not been included in the TACs.


The AUC values of the TACs for all the reconstructions are shown in Figure 3. The input AUC values were higher in comparison to the tissue AUC values over all the reconstructions. The AUCs were similar between the TACs that were derived from the images reconstructed with OSEM-TOF-PSF with different matrix sizes and GFS values. Using the OSEM and OSEM-PSF reconstruction, the AUC values were systematically higher for both the input and tissue TAC when compared to other reconstructions. Q.Clear produced similar AUC values for the tissue curves as the OSEM-TOF-PSF with different matrix sizes and GFS values as well as the OSEM-TOF. However, slightly lower values for the input curves were noted with the Q.Clear and OSEM-TOF reconstruction.


[image: Figure 3]
FIGURE 3. Boxplots of input and tissue AUC values over all the subsequent measurements for all the reconstructions.


The mean values and SDs of both the Qin and Qout flow values and their relative errors with respect to the reference flow over all the subsequent measurements per each individual reconstruction are summarized in Table 3. The values for the reference flow Qref were 140, 140, 139, 142, and 139 mL/min for the five measurements, respectively with a mean value of 140 mL/min. The image-derived wash-in flow Qin is similar over all the reconstructions, whereas the wash-out flow Qout shows the greatest difference to other Qout values when using OSEM and OSEM-PSF reconstruction. This effect is similar to what is seen in the AUC analysis. The error between mean Qin and Qout as well as of the Qin and Qout with respect to Qref are within 5% for all the reconstructions (Table 3).


Table 3. The mean and SD values for the Qin and Qout flow values and for their relative differences with respect to the reference flow Qref (mean Qref = 140 mL/min) over all the subsequent measurements for all the reconstructions.

[image: Table 3]

Figure 4 shows the distribution and median of the flow values Qin and Qout and their relative errors with respect to the reference flow value Qref. It can be seen that the wash-in flow Qin varies more across different reconstruction parameters. The wash-out flow Qout is relatively stable across different matrix sizes and GFS values. The largest differences in both Qin and Qout are seen when using OSEM or OSEM-PSF reconstruction, with respect to the other reconstruction parameters. The Q.Clear is comparable to the OSEM-TOF-PSF with different matrix sizes and GFS values as well as to OSEM-TOF. For the Qout error with respect to Qref, the OSEM and OSEM-PSF reconstructions show positive bias towards the reference flow when all the other reconstructions show negative bias. The Qin error with respect to Qref shows negative bias for all the reconstructions.


[image: Figure 4]
FIGURE 4. Boxplots show the distribution and median of Qin and Qout (A) flow values and (B) errors with respect to Qref (reference flow) for all the subsequent reconstructions over all the measurements. The median value for the reference flow Qref for all reconstructions was measured as 140 mL/min.




DISCUSSION

In this study, the effect of reconstruction parameters to the image-derived flow values (Qin, Qout) using a PET flow phantom was investigated. The reconstruction methods were studied in terms of image matrix size, GFS, TOF, PSF modeling, and Q.Clear. The measurements were conducted with a repeated protocol with fixed acquisition parameters. The effects were analyzed in regard to the AUCs of input and tissue curves as well as to the relative errors of the modeled flow against the reference flow.

The shape and amplitude of both the input and tissue TACs were in mutual agreement in regard to the visual analysis of the TACs between reconstructions. However, images reconstructed with OSEM, OSEM-TOF, or OSEM-PSF, showed a slightly different shape and amplitude of the TACs compared to other reconstructions (Figure 2). As a consequence, their measured AUC values deviated from the other AUCs (Figure 3). When reconstructed with OSEM-TOF-PSF with different matrix sizes and GFS values, as well as with Q.Clear, the AUC values were similar. Moreover, as the SD of both the input and tissue TACs was similar over all reconstructions, the measurements showed good reproducibility. Visually, no differences in image noise between repeated measurements were seen.

Qin and Qout flow values were modeled based on the image-derived TACs. The kinetic modeling was conducted by using a two-compartmental model. Generally, smaller values were measured for Qin compared to Qout, systematically (Figure 4, Table 3). Also, Qin showed more variability across repeated measurements for all reconstructions compared to Qout. Qout is determined from the exponential term (Equation 2), which corresponds to a clearance rate (k2), making it less susceptible for variations in activity, as explained in the study of Kero et al. [10]. However, it should be noted that regardless of the measurement or the reconstruction parameter applied, the measured absolute relative errors were smaller than 7% for both Qin and Qout flow values with respect to the reference flow value (Figure 4B). This variation can be considered to be small in context of clinical practice, where a test-retest reproducibility of 16% is still considered acceptable [21]. This suggests that overall, the measurements were both accurate and reproducible despite the effect of reconstruction parameters and protocols. Reproducibility is also attributed to similar behavior of image corrections for all repeated measurements, careful and reproducible measurements and consistent orientation of the phantom.

In line with the AUC analysis, the modeled Qin and Qout flow values were higher when using OSEM and OSEM-PSF reconstructions compared to other reconstructions (Figure 4, Table 3). This produced a positive Qout to Qref error compared to other reconstructions (Figure 4B, Table 3). OSEM-PSF reconstruction produced the highest variation of Qin with an SD of 1.52 mL/min (Table 3). Overall, the difference between Qin and Qout was similar between other reconstructions, while the OSEM and OSEM-PSF reconstructions showed opposite behavior between Qout and Qin values.

It seems that Qin is affected more by the selected reconstruction parameters than Qout and can be due to the fact that the modeled parameter Qin is more sensitive by the slight variation of the TACs between measurements (Figure 4). Moreover, Qin increases slightly with respect to the reconstruction matrix size (Figure 4, Table 3). In these cases, the Qin errors with respect to Qref decrease as the reconstruction matrix sizes increase, while the Qout error remain stable (Figure 4, Table 3). Applying a 4 and 8 mm GFS caused an error of similar magnitude but with less variability for both Qin and Qout when compared to the reconstructions with different matrix sizes. Overall, the matrix size or the applied filter does not seem to affect the wash-out flow Qout, whereas the wash-in flow Qin shows a dependency on both the matrix and filter size. However, this dependency can be assumed to be negligible.

With the Q.Clear reconstruction, Qin and Qout as well as their relative errors remain within the same range with OSEM-TOF-PSF reconstructions with different matrix sizes and GFS values as well as with OSEM-TOF. These results also follow to the measured AUC values. Ideally, both Qin and Qout should be equal to each other as well as to Qref. In this regard, using Q.Clear, the smallest difference between Qin and Qout values as well as Qin and Qout values of similar magnitude with respect to OSEM-TOF-PSF and OSEM-TOF reconstructions were produced. The difference between Qin and Qout flow is attributed by the characteristics of the reconstruction algorithm to handle the accurate activity recovery during both in the presence of high activity in the early frames and during the increase of noise in later frames. In theory, an accurate image reconstruction algorithm should be able to minimize the bias between Qin and Qout. Naturally, the difference between Qin or Qout with respect to Qref is affected by the recovery of activity distribution measured with a PET system. In an ideal PET system and perfect measurement, both Qin and Qout would correspond to each other and Qref fully.

Concerning the effect of different reconstruction parameters to the image quality over the entire scan time in addition to the image-derived flow values, the results indicate that the image quality is stable over the entire dynamic scan, as the SD of the TACs over all the measurements is of similar magnitude for all reconstructions. In addition, the measurements indicate high repeatability, as the SD of the flow values over all the measurements is smaller than 1.6 mL/min for any reconstruction. Moreover, despite of the applied reconstruction parameters, a high accuracy of flow values was achieved, as the absolute relative error was smaller than 7% for any reconstruction and measurement. Overall, the differences were small in terms of AUCs and Qin and Qout flow values. The largest differences for Qin and Qout were in a range of 2% at maximum. This suggests that applied reconstruction parameters had little impact to the resulting flow values. Moreover, the magnitude of these variations can be considered to be small in the clinical context.


Comparison With Previous Studies

Previously, O'Doherty et al. [12] suggested applying a physical reference standard to determine the effects of different PET image reconstruction parameters in dynamic PET studies. We applied a dynamic flow phantom that provides accurate and precise flow measurements by two-compartmental kinetic modeling from image-derived TACs. In relation to the reference flow, the image-derived flow values were used for the analysis of effect of reconstructions over several reconstruction parameters. Moreover, previous evaluations on patients performed by both Kaufmann et al. [22] and Kero et al. [10] have shown that reproducible MBF with [15O]H2O can be measured in patient studies as well. In that regard, our phantom study using [15O]H2O complements such findings.

The results from the analysis of the effect of different reconstruction methods and their parameters are in line with the studies of Matheoud et al. [11] and Presotto et al. [7] who reported improved image quality and activity recovery in [18F]FDG cardiac studies when iterative reconstruction OSEM with TOF and PSF was used. Our study showed that the TACs and thus AUCs remain uniform with reconstructions where both TOF and PSF were applied.

The results of this study show a difference in the AUCs between non-TOF and TOF reconstructions, which is explained by the faster convergence rate of TOF reconstruction compared to PET reconstruction in most objects [23–26]. Therefore, less iterations are needed to obtain the same contrast. Preferably, the amount of iterations in the non-TOF reconstruction should be increased to match better the convergence of TOF. However, in practice this is very hard to achieve due to object-dependent convergence in the OSEM reconstruction.

In addition, the difference in image-derived flow values in non-TOF and TOF reconstructions is also attributed by different noise characteristics of the reconstructed PET images and how well the two-compartmental model handles noise. The data in Kero et al. [10] shows that non-TOF reconstruction produces slightly higher MBF compared to TOF reconstruction. We also noted a similar effect between TOF and non-TOF algorithms. As shown in the study of Iida et al. [4], added noise in the input function will result in more positive bias and variance in the modeled flow value. The slightly higher Qout value seen in non-TOF reconstruction is partly attributed by the lower SNR in the non-TOF reconstruction compared to the TOF reconstruction. Kero et al. [10] also discussed that MBF values are not affected by the additional filtering. The results of our study also show that the image-derived flow values are not considerably affected by the different GFS values.

The reproducibility of MBF values has been recently compared between a PET/CT Discovery STE system (GE Healthcare, Milwaukee, US) and a PET/MR Signa system (GE Healthcare, Milwaukee, US) in the study of Kero et al. [10]. The authors reported no difference on MBF when using TOF or altering filter or reconstruction settings in the PET-MR. This is in line with our study, as the difference between Qin and Qout values with respect to Qref between non-TOF and TOF reconstructions was only 2% at maximum. They also reported an average MBF of 2.74 ± 1.37 on PET/CT stress and average MBF of 2.65 ± 1.15 on PET/MR stress studies. The average difference in the Qin and Qout measurements between different reconstructions are of similar magnitude in our study (Table 3).

Finally, the results from the analysis of Q.Clear reconstructions are in line with the study of O'Doherty et al. [12]. They reported that the Q.Clear noise level is correspondent to the OSEM reconstruction when the value of β = 300 was used. In our study, the Q.Clear AUC values are in relation with the OSEM-TOF-PSF reconstructions that apply different matrix sizes and GFS values as well as with OSEM-TOF reconstruction when the default value of β = 350 was used. The minor difference in the β value might be due to different PET/CT systems applied in our study versus the study in [12]. Similarly, O'Doherty et al. [12] showed that the Q.Clear effect to the quantification of MBF is minor, as can also be seen from our study as the image-derived flow values were similar with the Q.Clear reconstruction compared to other reconstructions.



Limitations and Future Considerations

In this study, a novel flow phantom was used. Some fluctuations in the phantom appear between the repetitive measurements due to the [15O]H2O injections in the system, as can be seen from the reference flow over repeated measurements (140, 140, 139, 142, and 139 mL/min). However, this fluctuation is very small, as it is 3 mL/min at maximum. In an ideal system, the image-derived flow values Qin and Qout should be fully equal to each other, and fully equal to the reference flow Qref value. In this phantom set-up, we detected a maximum difference of 6 mL/min between Qin and Qout and maximum difference of 9 mL/min between Qin, Qout and Qref. This fluctuation can be considered small as well.

The relation between clinically used MBF values and the phantom flow values can be regarded to the rate parameters derived from the two-compartmental model as discussed in Gabrani-Juma et al. [16]. As the K1 and k2 derived from the clinical two-compartmental model are analogous to the qin and qout derived from the two-compartmental model of the phantom, the behavior of Qin and Qout values can be related to correspond to the behavior of MBF in similar circumstances. However, as the phantom does not fully represent the physiology of blood perfusion in myocardial tissue, the correspondence to MBF should be further investigated in the future. The phantom lacks of background activity, as the only source of activity in the shell is coming from the input chamber and exchange cylinder. Thus, addition of background activity and its effect to the flow quantification accuracy could be studied further in the future. Nevertheless, we have shown that the flow phantom offers a feasible solution for simulation and the modeling of the kinetics in myocardial perfusion imaging with PET and provides a physical reference standard to investigate the effect of different reconstruction methods in a reproducible manner.

This study was also limited by conducting the measurements with only one PET/CT system. Also, it was not possible to assess filtered back projection (FBP) algorithm, as it is not implemented on the Discovery MI. The system also implements only one iterative reconstruction algorithm (OSEM). In addition, the analysis was conducted using a single software specifically designed for flow quantification on the phantom. Thus, the results of this study serve as a baseline for the current status in flow quantification when using different reconstruction parameters on the Discovery MI PET/CT system. The methodologies presented here can be further used to study the reproducibility of flow values among different PET/CT systems, or to implement harmonization and optimization protocols in the future.

Accordingly, the presented methodology with the achieved results could be applied as a basis for harmonizing the reconstruction parameters for MPI studies with [15O]H2O and other radiotracers as well. However, the optimization of the reconstruction parameters with different combinations, including other radiotracers, should be conducted as an extension of the current study. Optimally, the reconstruction methods should be fixed in terms of parameters to avoid systematic errors and to increase reproducibility. In the future, the reconstruction parameters should be harmonized between several PET/CT systems to improve both the accuracy and precision in the MBF quantification further.




CONCLUSIONS

The effect of different matrix size, Gaussian filter size, TOF and/or PSF as well as Q.Clear reconstruction to image-derived flow values was small. Overall, different reconstruction settings had little impact to the resulting flow values with Discovery MI PET/CT using [15O]H2O. The modeled flow values showed a variation with a SD of less than 2 mL/min as well as absolute relative errors of <7% between subsequent measurements. The differences in measured flow values between reconstruction algorithms were 2% of maximum. In conclusion, the reconstruction algorithms evaluated can be applied in MPI studies for accurate flow quantification.
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