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In this paper, the periodic solutions of a certain one-dimensional differential equation are investigated for the first order cubic non-autonomous equation. The method used here is the bifurcation of periodic solutions from a fine focus z = 0. We aimed to find the maximum number of periodic solutions into which a given solution can bifurcate under perturbation of the coefficients. For classes C3, 8, C4, 3, C7, 5, C7, 6, eight periodic multiplicities have been found. To investigate the multiplicity >9, the formula for the focal value was not available in the literature. We also succeeded in constructing the formula for η10. By implementing our newly developed formula, we are able to get multiplicity ten for classes C7, 3, C9, 1, which is the highest known to date. A perturbation method has been properly established for making the maximal number of limit cycles for each class. Some examples are also presented to show the implementation of the newly developed method. By considering all of these facts, it can be concluded that the presented methods are new, authentic, and novel.
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1. INTRODUCTION

On August 8, 1900, David Hilbert presented a set of mathematical problems [1] to the Second International Congress of Mathematicians in Paris. The sixteenth problem he posed was titled the Problem of the Topology of Algebraic Curves and Surfaces. It is stated in two parts. In the first part, Hilbert suggested a thorough investigation of the relative positions of the separate branches of algebraic curves in nth-order vector fields, which is in the area of real algebraic geometry. In the second part, Hilbert asked for a search for the upper bound of the number of limit cycles and their relative locations in polynomial vector fields of order n. This part of the problem is related to ordinary differential equations and dynamical systems. Generally, this part of the problem is what is usually meant when talking about Hilbert's 16th problem.

Limit cycle theory takes a central role in Hilbert's 16th problem. Studying the number of limit cycles for differential equations is the most difficult part of the problem. The phenomenon of the limit cycle was first discovered and introduced by Poincaré in his four-part article, Integral curves defined by differential equations [2–5] published between 1881 and 1886.

At that time, Poincaré also noticed the close relationship between the study of limit cycles and the solutions of the global structural problems of a family of integral curves of differential equations. His work was later extended by Bendixson to the well-known Poincaré-Bendixson theorem [6] on the limit set of trajectories of dynamical systems in a bounded region. The driving force behind the study of limit cycle theory was the invention of the triode vacuum tube, which was able to produce stable self-excited oscillations of constant amplitude. It was noted that this kind of oscillation phenomenon could not be described by linear differential equations. At the end of the 1920's Van der Pol [7] developed a differential equation to describe the oscillations of constant amplitude in a triode vacuum tube. Limit cycles are common solutions for all types of dynamical systems. They model systems that exhibit self-sustained oscillations. In other words, these systems oscillate even in the absence of external periodic forcing. For a practical example, consider a specific Holling-Tanner predator-prey model [8]. This model appears to match very well with what happens for many predator-prey species in the natural world, for example, house sparrows and sparrow hawks in Europe, muskrat and mink in Central North America, and white-tailed deer and wolf in Ontario, Canada.

Other examples of self-excited oscillation are the beating of a heart, rhythms in body temperature, hormone secretion, chemical reactions that oscillate spontaneously, and vibrations in bridges and airplane wings. Due to the wide occurrence of limit cycles in science and technology, limit cycle theory has also been extensively studied by physicists, and more recently by chemists, biologists, and economists [9–16].

We consider the differential equation of the form
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where independent variable t and coefficients γ, δ, υ are real-valued functions but z ∈ ℂ. To find the maximum count of periodic solutions we use the complexified form of the equation (1); for more details, see [17–20]. Also consider that ∃ β ∈ ℝ such that:
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These solutions are periodic, even if γ, δ, and υ are not themselves periodic. Our fundamental focus is to get the maximum number of periodic solutions of any class of the form (1) in which a solution may bifurcate by perturbing the coefficients. Neto [21] states that for Equation (1), until some coefficients are restricted, we are unable to have an upper bound for the number of focal values. The number of periodic solutions depends upon the multiplicity of the solutions z = 0. The multiplicity of z = 0, as solution of (1) is also multiplicity of z = 0; as a zero of the following displacement function
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described in complex function theory. For z = 0, the means of computing multiplicity (μ) is explained in Alwash and Llyod [22], but for the sake of ease, we explained it briefly here. We write [image: image] for 0 ≤ t ≤ β where also r lies in neighborhood of z = 0, and use it in equation (2); for more detail, see [21, 23–26]. This provides a differential equation for aμ(t) with some starting conditions a1(0) = 1 and aμ(0) = 0 for i > 1. Therefore
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The multiplicity (μ) is “μ > 1” if

[image: image]

However, aμ (β) ≠ 0. When a1 (β) = 1 and aμ (β) = 0, ∀ μ > 1, the origin is center. We can observe from Equation (1) that [image: image] where a1(t) is defined as
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In this way, μ > 1 iff
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because a1(t) = 1. We are especially interested in the situation where z = 0 has multiple solutions, so we consider that (4) holds. By using the following transformation
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(1) takes the form
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where [image: image] and

[image: image]

We can see that [image: image] and [image: image] are periodic if γ, δ, and υ are periodic. By using Lemma (2.6) in Alwash and Llyod [22], consider multiplicity of z = 0 as a periodic solution of (1). If, for equation (1), μ > 1, then the multiplicity of ξ = 0 as a periodic solution of (5) is also μ. So we consider that υ(t) [image: image] 0 in (1). As a result, equation (1) takes the form
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where γ and δ may be polynomials (i) in t (ii) in cost and sint (trigonometric functions). The functions ai(t), for i > 1 are calculated by utilizing the relation
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with a1(t) = 1. Calculation of these functions is tough because of the integration by parts used in it. Assume that ηi= ai(β); at that point, μ = i if η1 = 1 and ηk = 0 for 2 ≤ k ≤ i − 2 but ηi ≠ 0. These [image: image] are known as focal values. For i ≤ 8 functions ai(t) and ηi are given in Alwash and Llyod [22]. For i = 9 N, Yasmin calculated a9(t) and η9 in [27]. For i = 10 we have calculated a10(t) and η10 in Nawaz [28], also presented in theorem 2.1 and 2.2.

In section 2, we write formulas with which we can calculate the highest focal value, and we also implement stopping criteria defined in Alwash and Llyod [22]. Some required conditions and the method of perturbation are described in section 3. Section 2 and 3 are mainly concerned with the calculation of focal values, which we will utilize in section 4. In section 4, we consider polynomial coefficients for equation (6) and calculate the focal values. Some examples are given in section 5. In the last section, 6, we make discussions and conclusions.



2. CALCULATION OF FOCAL VALUES η10

In the following theorem (2.1), some functions a2, a3, ..., a10 are given that are obtained from Equation (7) and are helpful in calculating the periodic solutions.

Theorem 2.1. For the equation (7), conclusive functions a2, a3, ..., a8 are given in Alwash and Llyod [22], and a9, a10 are described below:
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and
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By using these functions, we obtained the next theorem, 2, which enables us to find the maximum multiplicity in which the integral is like [image: image]; bar “−” shows that integral [image: image] is definite.

Theorem 2.2. The solution z = 0 of (6) has a multiplicity k, wherever 2 ≤ k ≤ 10 iff ηn = 0 for 2 ≤ n ≤ k − 1 and ηn ≠ 0 where
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and

[image: image][image: image] [image: image]

In theorem (2.1) some functions a2, a3, ..., a10 are given that are obtained from Equation (7) and are helpful in calculating the periodic solutions. As future work, one can calculate a maximum multiplicity >10 by firstly generalizing theorem 2.1 and 2.2. This should be calculated by substituting the value of i > 10 into Equation (7).



3. CONDITIONS FOR THE CENTER AND METHOD OF PERTURBATION

In this section, we describe some conditions for the center. From theorem 2.2, we find the maximum value μ for different classes of equations. We have to stop calculating multiplicity ηk. We need some conditions that assure that there is no need to proceed further with ηk. For this, we require some conditions that are sufficient for z = 0 as a center. The conditions are given in theorem 3 and corollary 4.

Theorem 3.1. Consider that there are continuous functions f, g defined on I = σ([0, α]) and differentiable function σ with σ(α) = σ(0) such that
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then the origin is a center for (6).

Corollary 3.2. Consider that if any δ or γ is identically 0 and the other has mean value zero. The origin is a center.

For more detail, see [17, 19, 20]. After determining the maximum multiplicity μ, we now have to make a series of perturbations of the coefficients, every one of which results in one periodic solution coming out of origin.

For this, suppose the equation of the form given below:
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having multiplicity μ = j (suppose). Let U be in the region near 0 in the complex plane containing no periodic solution except z = 0. From theorem (2.4) in Alwash and Llyod [22], the initial point that is contained in U remained fixed concerning a total number of periodic solutions. With the condition that perturbations of the coefficients considered are small enough, our goal is to get η2 = η3 = ... = ηj−2 = 0 but ηj−1 ≠ 0 by perturbing and making suitable choices of γ and δ, if possible. Obviously the most effective solutions in U and ψ are zero solutions while we get periodic solution ψ(t), where ψ(0) ∈ U as a non-trivial solution. By considering the underlying fact that the complex solutions always appear in conjugate pairs, we can say that ψ is real. Now, let U1 and V1 be the neighborhood of zero and ψ, respectively, such that V1 ∪ U1 ⊂ U and V1 ∩ U1 = γ. The periodic solutions around V1 and U1 are preserved when we make a small perturbation in the coefficients. By applying the same procedure as above, our choice is to perturb the coefficients such that ηk = 0 for k = 2, 3, ..., j − 3, but ηj ≠ 0. So that we get μ = j − 2. By applying that procedure, we get two non-trivial real periodic solutions and the zero solution is of multiplicity j − 2. Continuously, in this way, we end up with Equation (8) with μ = 2 and j − 2 being distinct non-trivial (other than zero) real periodic solutions.



4. POLYNOMIAL COEFFICIENTS FOR SOME CLASSES

Let Ci,j indicate the class of the shape (6) in which the degree of γ is i and δ is j and these are polynomial in “t” only. We consider some classes C7,3, C7,5, C7,6, C3,8, C4,3, C9,1 and will evaluate the maximum multiplicity; for more classes, see [19, 20, 28]. These are described below in the form of theorems as:

Theorem 4.1. Let C7,3 be class of equation of the form
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with

[image: image]

where the degree of γ(t) is 7 and δ(t) is 3. Then, μmax(C7,3) ≥ 10.

Proof. By using theorem 2.2, we calculate

[image: image]

[image: image]

Thus, multiplicity of z = 0 is μ = 2 if η2 ≠ 0, and multiplicity μ = 3 if η2 = 0 but η3 ≠ 0. If η2 = η3 = 0, then from (10) and (11), we take

[image: image]

and

[image: image]

Now, by using (12) and (13), γ(t) and δ(t) take the form of:
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and η4 is a constant multiple of “l ” given as:
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If η4 = 0 then either l = 0 or

[image: image]

If l = 0, then δ(t) = 0 and η3 = 0 shows the mean value of γ(t) is zero. So by corollary 3.2, the origin is a center. Suppose l ≠ 0. If (14) holds, then η5 is calculated as:

[image: image]

If η5 = 0, then either l = 0 or 264e − 35c + 165b = 0. But l ≠ 0(taken above), so we substitute

[image: image]

and calculate η6 as:

[image: image]

If η6 = 0, then either c = 0 or

[image: image]

because we already take l ≠ 0. If c = 0 then by using (15), γ(t), and δ(t) take the following form:

[image: image]

Let σ(t) = 2t4 − 2t; then [image: image]. Also, σ(0) = σ(1). So γ(t) and δ(t) are as follows:

[image: image]

By using theorem 3.1 the origin is a center having f(σ)= [b(t4 − t) + d] and g(σ) = l. Thus, suppose c ≠ 0. By using (16), we have η7 as follows:

[image: image]

Recall that l ≠ 0 (considered above). If η7 = 0 then either b = −12l2 or

[image: image]

If (17) holds, then we find

[image: image]

Here

[image: image]

Now if η8 = 0 then either

[image: image]

or because l ≠ 0, ρ ≠ 0. If l ≠ 0, 307857d − 901484l2 ≠ 0 but (18) holds, then we have [image: image] For i = 1, 2, with p1 = 340.28404100, p2 = −377.123069100, and in each case η9 is a multiple of l7, and l ≠ 0 (taken above). If (19) holds, then we compute η9 as:

[image: image]

If [image: image] then, as l ≠ 0 considered above gives that l5 ≠ 0, we takes value of l as:

[image: image]

If (20) holds, then we calculate [image: image] as:

[image: image]

Here, [image: image] is equal to a constant number that is non-zero. Thus, we conclude that the multiplicity of class C7,3 is 10, i.e., μmax(C7,3) ≥ 10.

Theorem 4.2. For equation

[image: image]

With

[image: image]

[image: image]

Choose ϵj for 1 ≤ j ≤ 8 to be non-zero and small as compared to ϵj−1. Then (21) has eight distinct non-trivial real periodic solutions.

Proof. If we substitute ϵp = 0, ∀ p = 1, 2, ..., 8, and coefficients are as given in Equations (22) and (23). So, the multiplicity of the origin [image: image] is 10. Now, choose ϵ1 ≠ 0 and ϵp = 0 for 2 ≤ p ≤ 8; then it can be easily seen that [image: image] is a constant multiple of ϵ1, but [image: image] So, the multiplicity reduces by one and [image: image] For that reason, one periodic solution bifurcates out of the origin. Now, set ϵ1 ≠ 0, ϵ2 ≠ 0 and ϵp = 0 for 3 ≤ p ≤ 8; then we have [image: image] for p = 2, 3, ..., 7. But [image: image] results in a form of ϵ2 with some constant multiple. So, [image: image] Now, set ϵ1 ≠ 0, ϵ2 ≠ 0, ϵ3 ≠ 0 and ϵp = 0 for 4 ≤ p ≤ 8; then we have [image: image] for p = 2, 3, ..., 6. But [image: image] results in a form of ϵ3 with some constant multiple. If ϵ2 is sufficient small, then there are two non-trivial real periodic solutions. Further, moving in the present way, we have eight real periodic non-trivial solutions.

Corollary 4.1. For an equation

[image: image]

if γ(t) and δ(t) are as given in theorem 4.1, Equation (24) has ten real periodic solutions if γ and υ are small enough.

Proof. If γ = 0 and υ = 0, μ = 2 then (24) has eight real periodic solutions. If γ ≠ 0 but is small enough, then μ = 1 and by using the same arguments as in the above theorem, there are nine distinct periodic solutions other than 0; z = 0 is another solution. Thus, we have ten real periodic solutions.

Theorem 4.3. For class C7,5 consider δ(t) = i + n(2t + 1)5 and

[image: image]

Then μmax(C7,5) ≥ 8.

Proof. By using theorem 2.2, we have

[image: image]

Thus, the multiplicity of z = 0 is μ = 2 if η2 ≠ 0. And multiplicity μ = 3 if η2 = 0 but η3 ≠ 0. If η2 = η3 = 0, then we calculate η4 as:

[image: image]

If η4 = 0 then either n = 0 or

[image: image]

If n = 0, then η3 = 0 shows i = 0; hence, δ(t) = 0 and η2 = 0 implies that the mean value of γ(t) is zero. By corollary 3.2, the origin is a center. Suppose n ≠ 0. By using (25), we compute η5 as:

[image: image]

If η5 = 0 then

[image: image]

because we already take n ≠ 0. If (26) holds, then η6 is:

[image: image]

If η6 = 0 then either b = 0 or

[image: image]

because n ≠ 0. If b = 0, then by using (26), (25), γ(t) and δ(t) take the form:

[image: image]

Let [image: image]; then [image: image]. Also, σ(0) = σ(1). So, we can write it as:

[image: image]

Then, by theorem 3.1, the origin is a center with f(σ)= [image: image] and [image: image] So we take b ≠ 0. If (27) holds, then η7 is as follows:

[image: image]

Now, if η7 = 0, recalling that n ≠ 0 then

[image: image]

With holding (28), we have

[image: image]

Which is a constant multiple of n7 and is non-zero because n ≠ 0 (taken above). Thus we conclude that the multiplicity of class C7,5 is 8, i.e., μmax(C7,5) ≥ 8.

Theorem 4.4. For equation
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Let

[image: image]

[image: image]

Proof. With

[image: image]

and

[image: image]

If ϵj(1 ≤ j ≤ 6), σ1 and σ2 are chosen to be non-zero and also

[image: image]

Then (29) has eight distinct real periodic solutions other than zero.

Theorem 4.5. Let δ(t) = j + p(t − 1)6 and

[image: image]

For class C7,6 of the form (9), then μmax(C7,6) ≥ 8.

Proof. By using theorem 2.2, we have

[image: image]

[image: image]

Thus, the multiplicity of z = 0 is μ = 2 if η2 ≠ 0, and multiplicity μ = 3 if η2 = 0 but η3 ≠ 0. If η2 = η3 = 0, by using values of a & j, , δ(t) and γ(t) are as follows:

[image: image]

[image: image]

Also, we calculate η4 as:

[image: image]

If η4 = 0 then either p = 0 or

[image: image]

If p = 0, then δ(t) = 0 and η3 = 0 implies that mean value γ(t) = 0. From corollary 3.2, the origin is a center, so consider p ≠ 0. If (32) holds, then we have η5 as:

[image: image]

If η5 = 0, then as p ≠ 0 (considered above) implies

[image: image]

And by using (33), we calculate η6 as:

[image: image]

If η6 = 0, then either c = 0 or

[image: image]

because p ≠ 0. If c = 0 then γ(t) and δ(t) are:

[image: image]

Let σ(t) = (t − 1)7 − t, then [image: image]. Also, σ(0) = σ(1). So it takes new form as:

[image: image]

By theorem 3.1, having f(σ)= [image: image] and [image: image], the origin is a center, so take c ≠ 0. Using (34), we have η7 as:

[image: image]

If η7 = 0, recalling that p ≠ 0 (η5), then

[image: image]

If (35) holds, then we find η8 as:

[image: image]

which is a constant multiple of p5, and p is also non-zero (as shown above). Thus, we conclude that the multiplicity of class C7,6 is 8, i.e., μmax(C7,6) ≥ 8.

Theorem 4.6. Let C9,1 be a class of equation of the form (9), with

[image: image]

We then see that μmax(C9,1) ≥ 10.

Proof. Using theorem 2.2, we take

[image: image]

Thus, the multiplicity of z = 0 is μ = 2 if η2 ≠ 0, and the multiplicity μ = 3 if η2 = 0 but η3 ≠ 0. If η2 = η3 = 0, then by using values of “k” and “a, ” γ(t) and δ(t) are as follows:

[image: image]

[image: image]

Also, we compute η4, given below as:

[image: image]

If η4 = 0 then either n = 0 or

[image: image]

If n = 0, then δ(t) = 0 and η3 = 0 gives that the mean value of γ(t) is zero. Thus, the origin is a center from corollary 3.2, so consider n ≠ 0. Now, if (38) holds, then η5 is as below:

[image: image]

If η5 = 0, then as we already take n ≠ 0 it implies

[image: image]

and by using (39), η6 is:

[image: image]

If η6 = 0, then as we already consider n ≠ 0 either [image: image] or

[image: image]

If [image: image] then (36) and (37) are of the following form:

[image: image]

[image: image]

Let σ(t) = t2 − t; then [image: image]. Also, σ(0) = σ(1). So we can write

[image: image]

Thus, from theorem 3.1, the origin is a center with

[image: image]

and [image: image] so we take [image: image] Holding (40), we compute η7 as:

[image: image]

If η7 = 0, recalling that n ≠ 0, then either f = −3n2 or

[image: image]

If f = −3n2, then

[image: image]

From theorem (3.1), the origin is a center with f(σ)= [image: image] and [image: image] so consider f ≠ −3n2. Using (41), we calculate η8 as:

[image: image]

where ζ = 273879615326996052d2 + 1713735341555455508dn2 − 132695961322089231627n4. Now, if η8 = 0 then either ζ = 0 or

[image: image]

because n ≠ 0. If Equation (42) ≠ 0, n ≠ 0, but ζ = 0, then [image: image] for i = 1, 2, where r1 = 38.208145460, r2 = −50.722660920. If (42) holds, but ζ ≠ 0, n ≠ 0, then we compute η9

[image: image]

If η9 = 0, then we substitute [image: image] and calculate η10 as:

[image: image]

That is a non-zero constant number. Thus, we conclude that the multiplicity of class C9,1 is 10, i.e., μmax(C9,1) ≥ 10.

Theorem 4.7. Choose n, k, l with nl ≠ 0. In the equation

[image: image]

Let

[image: image]

and

[image: image]

With

[image: image]

and

[image: image]

If ϵk(1 ≤ k ≤ 8), σ1 and σ2 are chosen to be non-zero such that

[image: image]

then (43) has ten real distinct non-trivial periodic solutions.

Proof. The proof is similar to that in theorem in (4.2), so it is omitted.

It is pertinent to mention that μmax(C4,3) ≥ 5 given in Yasmin and Ashraf [20] but we succeeded in increasing its multiplicity from 5 to 8, i.e., μmax(C4,3) ≥ 8 by using variable (t) instead of (2t-1).

Theorem 4.8. Let

[image: image]

for the class C4,3 of form (9). Then we prove that μmax(C4,3) ≥ 8.

Proof. From theorem 2.2, we calculate solutions as:

[image: image]

Thus, the multiplicity of z = 0 is μ = 2 if η2 ≠ 0, and multiplicity μ = 3 if η2 = 0 but η3 ≠ 0. If η2 = η3 = 0, then

[image: image]

[image: image]

By using (44) and (45), γ(t) and δ(t) are as given below:

[image: image]

[image: image]

Also we calculate η4 as:

[image: image]

If η4 = 0 then either d = 0 or

[image: image]

If d = 0, then δ(t) = 0, and also η3 = 0 gives that δ(t) has mean value 0. From corollary 3.2, the origin is a center. Consider d ≠ 0. By using (48), we compute η5 as:

[image: image]

If η5 = 0 as d ≠ 0, then

[image: image]

By using (49), we compute η6 as:

[image: image]

If η6 = 0, then either g = 0 or

[image: image]

because we already take d ≠ 0. If g = 0, then (46) and (47) can be written as:

[image: image]

[image: image]

Consider σ(t) = t4 − t; then [image: image]. Also σ(0) = σ(1), so it can written as:

[image: image]

By theorem 3.1, the origin is a center with [image: image] and [image: image]. So take g ≠ 0. If (50) holds, then η7 is:

[image: image]

If η7 = 0, recalling that d ≠ 0, then we take

[image: image]

If (51) holds, then we compute η8 as:

[image: image]

where η8 is a constant multiple of d7 and d ≠ 0 (taken above). Thus, we conclude that the multiplicity of class C4,3 is 8, i.e., μmax(C4,3) ≥ 8.

Theorem 4.9. Let C3,8 be a class of equation of the form (9) with

[image: image]

Then μmax(C3,8) ≥ 8 when j = 1.

Proof. First we suppose that j ≠ 1. From theorem 2.2, we see:

[image: image]

[image: image]

Thus the multiplicity of z = 0 is μ = 2 if η2 ≠ 0, and multiplicity μ = 3 if η2 = 0 but η3 ≠ 0. If η2 = η3 = 0, then from (52) and (53) we take:

[image: image]

and

[image: image]

Now by using (54) and (55), we calculate η4 as:

[image: image]

If η4 = 0 then either d = 0 or

[image: image]

If d = 0, then from (55), γ(t) = 0 and η3 = 0 gives that the mean value of δ(t) is zero. So by corollary 3.2, the origin is a center. Thus, suppose d ≠ 0. If (56) holds, then η5 is:

[image: image]

If η5 = 0 then either

[image: image]

or

[image: image]

because we already take d ≠ 0. If (57) holds, then γ(t) and δ(t) are of the form:

[image: image]

Let [image: image], then [image: image]. Also σ(0) = σ(1). γ(t) and δ(t) are thus written as:

[image: image]

So by theorem 3.1, the origin is a center with f(σ)= d and

[image: image]

Therefore, we suppose that 3l + 2j ≠ 0. Holding (58), we compute η6, which is a constant multiple of ξ, as:

[image: image]

where

[image: image]

Now η6 = 0 only if ξ = 0, because we have already discussed the possibility of d = 0, (3l + 2j) = 0; in each case, the origin is a center. For ξ = 0, we substitute

[image: image]

and obtain

[image: image]

and

[image: image]

We cannot draw any conclusion looking at η7 and η8. Thus, for simplification, we substitute j = 1. Then, η7 and η8 becomes

[image: image]

and

[image: image]

For multiplicity >6, we have to prove that the cubic in η7 and quartic in η8 have no common zero. For this, we suppose that both have a common zero. Then we get a linear relation in j and l, j + kl = 0(say), and for this value of j, η8 is a constant multiple of dl5 ≠ 0. Thus, we conclude that the multiplicity of class C3,8 is 8, i.e., μmax(C3,8) ≥ 8 with j = 1.

Theorem 4.10. Suppose l = α be a real root of the equation

[image: image]

Choose

[image: image]

[image: image]

Such that |ϵ6| ≪ |ϵ5| ≪ |ϵ4| ≪ |ϵ3| ≪ |ϵ2| ≪ |ϵ1|. Then equation [image: image] has six real periodic non-trivial solutions. Where

[image: image]

with j = 1.

Proof. If we put ϵj for j as; 1 ≤ j ≤ 6, instead of 1 ≤ j ≤ 8 then the proof is similar to that for theorem (4.2), so it is omitted.



5. EXAMPLES

The following examples demonstrate the applicability of our main results.

Example: Consider the differential equation:

[image: image]

Here γ(t), δ(t) are transcendental functions, but we use the power series representations by neglecting the terms ‘tn’ for n > 4. Like γ(t) = et = a + bt + ct2 + dt3 + et4, δ(t) = cos t = j − kt2 + lt4, with a = b = j = 1, [image: image] and then calculate the periodic solutions.

SOLUTION: We substitute k = 0, and by using theorem 2.2, we calculate:

[image: image]

[image: image]

Thus, the multiplicity of z = 0 is μ = 2 if η2 ≠ 0, and multiplicity μ = 3 if η2 = 0 but η3 ≠ 0. If η2 = η3 = 0, then we take [image: image] and [image: image] By using these values, η4 is calculated as:

[image: image]

If η4 = 0 then either l = 0 or

[image: image]

If l = 0, then δ(t) = 0 and η3 = 0 shows that the mean value of γ(t) is zero. So by corollary 3.2, the origin is a center. Suppose l ≠ 0. If (62) holds, we have

[image: image]

If η5 = 0, then l ≠ 0(taken above), and we substitute [image: image] and calculate η6 as:

[image: image]

If η6 = 0, then either b = 0 or

[image: image]

because l ≠ 0. If b = 0 then d = c = 0, by using these values, γ(t) and δ(t) takes the following form:

[image: image]

Let σ(t) = t5 − t, then [image: image]. Also, σ(0) = σ(1). Therefore, we can write [image: image] and [image: image] From theorem 3.1, The origin is a center having f(σ)= [image: image] and [image: image] Thus, suppose that b ≠ 0. By using (63), we have η7 as follows:

[image: image]

Recalling that l ≠ 0 (considered above), if η7 = 0 then

[image: image]

If (64) holds, then we find

[image: image]

which is constant multiple of l7, and l ≠ 0. Thus we conclude that (59) have eight periodic solutions.

Example: Consider the differential equation:

[image: image]

With γ(t) =equation of circle = ax2 + by2 + cx + dy + f, δ(t) =quadratic equation= gx2 − h, we calculate the periodic solutions.

SOLUTION: By using theorem 2.2, we calculate:

[image: image]

[image: image]

Thus, the multiplicity of z = 0 is μ = 2 if η2 ≠ 0, and multiplicity μ = 3 if η2 = 0 but η3 ≠ 0. If η2 = η3 = 0, then we put [image: image] and [image: image] By using these values, we get

[image: image]

If η4 = 0 then c = g = 0. If g = 0, then δ(t) = 0 and η3 = 0 shows the mean value of γ(t) is zero. So by corollary 3.2, the origin is a center. Suppose that g ≠ 0. Now by using the value of c = 0, we calculate η5 = 0. Thus we conclude that (65) have four periodic solutions.



6. CONCLUSION AND DISCUSSION

In this article, periodic solutions are calculated. The solutions satisfying 𝔷(β) = 𝔷(0), are called periodic orbits of the Equation (1). The periodic orbits that are isolated in the set of all periodic orbits are usually called the limit cycle. Periodic solutions are found for algebraic coefficients for various classes by using bifurcation analysis. We examined classes C3,8, C4,3, C7,3, C7,5, C7,6,C9,1. We could only get a maximum multiplicity of 10 by using the classical formulas existing in the literature. We succeeded in developing the formula η10 by which classes C7,3, and C9,1 have maximum multiplicity 10, which is the highest known until this time. We also improved some already calculated results of Yasmin and Ashraf [20] for class C4,3, where μmax is improved from 5 to 8. A systematic procedure has been established in defining coefficients of higher-order polynomial functions. A perturbation method has been properly established for making the maximal number of limit cycles in section 3, which was used numerically to calculate all the classes mentioned in the article. Some examples are also presented to show the applicability of the method. Since the journey toward solving Hilbert's 16th problem is still far at an end, searching for more limit cycles and raising the general lower bound form could be an effective choice for approaching the problem.
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