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Phase recovery from a stack of through-focus intensity images is an effective non-interference quantitative phase imaging strategy. Nevertheless, the implementations of these methods are expensive and time-consuming because the distance between each through-focus plane has to be guaranteed by precision mechanical moving devices, and the multiple images must be acquired sequentially. In this article, we propose a single-shot through-focus intensity image stack acquisition strategy without any precision movement. Isolated LED units are used to illuminate the sample in different colors from different angles. Due to the chromatic aberration characteristics of the objective, the color-channel defocus images on the theoretical imaging plane are mutually laterally shifted. By calculating the shift amount of each sub-image area in each color channel, the distances between each through-focus image can be obtained, which is a critical parameter in transport of intensity equation (TIE) and alternating projection (AP). Lastly, AP is used to recover the phase distribution and realize the 3D localization of different defocus distances of the sample under test as an example. Both simulation and experiments are conducted to verify the feasibility of the proposed method.
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INTRODUCTION

Quantitative phase imaging (QPI) [1] is crucial to label-free microscopic imaging in biomedical fields. In general, for light field passing through a transparent sample, the phase modulation caused by the sample refractive index distribution carries more effective information than the intensity modulation caused by the sample absorption distribution. Nevertheless, instead of phase distributions, we can only obtain intensity distributions with any existing photodetectors due to the extremely fast oscillations of light. Since the early 1900s, a lot of phase imaging methods converting phase to intensity measurement have been proposed [2–7]. It can be roughly classified into two categories. One is contrast phase measurement methods, such as phase-contrast microscopy [8]. Another one is quantitative phase measurement, including interferometry [9], Shack–Hartmann wave front sensor (SHWFS) [10, 11], and so on. The measurement accuracy of interferometry is high, but it is sensitive to environmental noises and suffers from an unwrapping problem. Compared with interferometry, SHWFS and phase-contrast microscopy have relatively simple system constructions and superior anti-jamming characteristics, but the measurement accuracy of SHWFS is relatively low and phase-contrast microscopy can only achieve a qualitative phase. Therefore, phase imaging with the characteristics of simple structure and strong robustness to noise and environmental disturbances has always been pursued by researchers.

Compared with the conventional methods mentioned above, phase retrieval methods rooting in diffraction have been used widely due to their high anti-jamming capability and good performance, including Fourier ptychographic imaging (FPM) [12–14], ptychographic iterative engine (PIE) [15–18], and so on. PIE aims to retrieve the phase distribution from a series of diffraction patterns corresponding to illumination situations with different positions but a certain overlap ratio between adjacent illumination probes. FPM, sharing its root with phase retrieval and synthetic aperture imaging, can realize a high-resolution (HR), large field-of-view (FOV) amplitude and phase of an object simultaneously. Although PIE and FPM are widely used in quantitative phase imaging, a key problem involved is the time-consuming data acquisition process. In comparison, some phase retrieval methods based on through-focus diversity have also been proposed. Transport of intensity equation (TIE) [19–23] can realize robust phase recovery by constructing the relationship between phase distribution and the differential of light distribution along the optical axis. The axial intensity differential can be equivalent realized by the difference between two through-focus intensity images. Different from the above strategy that calculates phase distribution directly from clear physical models, another kind of phase imaging strategy is realized through the optimization strategy of round-trip iterative constraints between two or more through-focus intensity images. Typical optimization algorithms include the Gerchberg–Saxton (GS) rooting in alternating projection (AP) or projection onto convex sets (POCS), averaged projection, averaged reflection and relaxed averaged alternating reflection (RAAR), etc. [24]. Nevertheless, both TIE and iteration optimization methods need to mechanically scan a camera or sample to obtain the through-focus intensity images, which relies on a precision mechanical moving device.

In order to avoid mechanical scanning and reduce data acquisition time, several methods based on single-shot through-focus intensity image acquisition have been proposed. For example, Waller et al. used chromatic aberration of objective to acquire three raw images simultaneously [25]. Komuro et al. realized TIE phase retrieval with multiple bandpass filters [26] and polarization-directed flat lenses [27, 28]. However, the above methods still require precise mechanical movement calibration of the defocus distance of the system in advance, which is complicated and time-consuming. What is more, the relative distances between each color channel are also related to the overall defocus distance of the sample, which cannot be obtained in a single measurement.

In this paper, we propose a single-shot phase retrieval method based on chromatic aberration and image lateral shift resulting from the multi-angle illuminations of the out-of-focus sample. A sample located at a defocus position is illuminated by light sources of different wavelengths from different incident angles and then imaged with an RGB (red, green, blue) color camera through a microscopic objective. Due to the chromatic aberration of the objective and the different illumination angles, three monochromatic intensity images (red, green, and blue) can be extracted from a single-frame color image. By calculating the lateral shift of each section of the sample, the relative defocus distance between the focus plane and the channel planes can be obtained mathematically. Benefiting from this strategy, defocus distances can be obtained easily without any mechanical moving device and precise measurement. Then, the AP phase retrieval algorithm is utilized to realize phase distribution recovery. Lastly, three-dimensional (3D) localization of the sample can also be obtained. Furthermore, we also improve the Fresnel transfer function (TF) propagator in the AP phase retrieval algorithm in order to accommodate the angle-varied illuminations and out-of-focus samples. This paper is organized as follows: the optical imaging model with angle-varied illuminations is presented in section Oblique Illumination Model. The SAD image registration method used for calculating the image lateral shift is presented in section SAD Image Registration. Color cross-talk in the RGB camera and the AP phase retrieval framework with improved Fresnel TF propagator are presented in sections Color Cross-Talk Elimination and Alternating Projection Phase Retrieval Algorithm, respectively. Section Simulation Experiment presents the simulations to demonstrate the feasibility of the proposed method. We use biological samples in section Experiments to prove the success of phase retrieval experimentally. Finally, the conclusion and discussion are summarized in section Conclusion and Discussion.



PRINCIPLE


Oblique Illumination Model

As shown in Figure 1, we build a model to illustrate how the defocus distance and illumination angles affect the image lateral shift in microscopy. If a sample is placed at an out-of-focus position, the images corresponding to illuminations from different angles will have a relative lateral shift between each other. Zheng et al. also realized auto-focusing for microscopic imaging with the lateral shift amount as a defocus distance criterion [29].


[image: Figure 1]
FIGURE 1. Oblique illumination out-of-focus sample imaging model.


A sample is placed at a defocus plane and illuminated by two light beams with the same wavelength, but different incident angles simultaneously, as shown in Figure 1. δz is the defocus distance and θ is the angle between two incident light sources. d1 is the distance between the sensor plane and the theoretical imaging plane. d2, d3, d4, and d5 are system parameters corresponding to the microscopic system. Assuming there are two points of the sample, a and b. a locates at the optical axis, and the distance between a and b is l0. [image: image] and [image: image] are two imaging points corresponding to point b with different incident angles at the theoretical imaging plane. If the sample is placed at the focus plane, both axial points and off-axis points have no lateral shift at the theoretical imaging plane. Thus, [image: image] and [image: image] will coincide at the theoretical imaging plane. But if the sample is placed at an out-of-focus plane, a lateral shift between [image: image] and [image: image] will appear. As shown in Figure 1, the lateral shift between [image: image] and [image: image] at the sensor plane is defined as δL = La − L1. We can derive some equations connecting the above-mentioned variables together.

[image: image]

Equation (1) can be further organized as follows:

[image: image]

where [image: image] is a constant value corresponding to each specific wavelength. It will have different values for different wavelengths due to the chromatic aberration characteristics of the objective. Essentially, Equation (2) aims to calculate the defocus distance δz from d1. Due to the microscopy and the camera forming an integrated system, the axial defocus distance d1 is difficult to measure directly. Therefore, we transform calculating d1 to the lateral distance δL in Equation (2). Given that the AP algorithm framework requires at least two through-focus intensity images to be implemented, we utilize three-wavelength light-emitting diodes (LEDs) corresponding to the three channels of the RGB camera to illuminate the out-of-focus sample from different directions respectively. As shown in Figure 2, a red LED is placed at the optical axis, and the corresponding defocus image is used as a reference value because of the characteristic that the defocus image illuminated by normal incidence illumination will not have a lateral shift relative to the focused image. One green LED and one blue LED are placed at the two off-axis positions to provide oblique illuminations, in which the incident illumination angles are θrg and θrb, respectively. The defocus distances δzfg and δzfb between the focus plane and the green/blue channel images can be calculated through Equation (3). We should emphasize that benefiting from the normal incidence illumination corresponding to red LED, although the red channel image is located at the out-of-focus position, there exists no lateral shift compared with the focus image. The red channel image can be used as a reference value to calculate the defocus distances between the focus plane and the green/blue channel images. Therefore, we transform calculating the lateral shift between the focus image and the green/blue channel image to calculating the lateral shift between the red and green/blue channel images. Equation (3) indicates that the lateral shifts of the green and blue channels relative to the red image are proportional to the defocus distances between the focus plane and the green/blue channel image, where Ari is a constant value decided by the incident angle and wavelength.
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[image: Figure 2]
FIGURE 2. Single-shot oblique illuminations system of our method.




SAD Image Registration

According to the above-mentioned illumination direction and the wavelength multiplexing strategy in section Oblique Illumination Model, we can obtain the defocus distances by calculating the lateral shifts between the red and green/blue channel images. To obtain the precise shifts between different images, we use the sum of absolute differences (SAD) to realize image matching [30, 31]. SAD is a widely used, extremely simple video quality metric used for block matching in motion estimation for video compression. It works by taking the absolute value of the difference between each pixel in the original block and the corresponding pixel in the block being used for matching. As shown in Equation (4), S(i + s − 1, j + t − 1) is one pixel value of the original block and T(s, t) is the corresponding pixel in the block for comparison.

[image: image]

We show a simulation example of the SAD image registration strategy in Figure 3. Figures 3A,C are the original and comparison images, respectively. A window block in Figure 3A is enlarged, as shown in Figure 3B, whose coordinates of the top left corner is (300, 100). Then, we search for window blocks in different positions in Figure 3C and calculate the SAD value between them and Figure 3B. Finally, we can find the optimal block, whose coordinates of the top left corner is (270, 100). The red boxed sub-region in Figure 3C, owning the minimum SAD value with Figure 3B, is the best-matched block corresponding to Figure 3B. The relative pixel position shift between the matching block pair is (−30, 0), which is consistent with the set value. Assigning a value to pixel size, we can calculate the defocus distance according to Equation (3). Given the discrete sampling process of a digital camera sensor, Equation (3) can be rewritten as follows:

[image: image]

where Psri is the pixel shift between the red channel and the green/blue channels and Sp is the pixel size of the RGB camera we used in the following experimental section.


[image: Figure 3]
FIGURE 3. Sum of absolute differences (SAD) image registration examples. (A) Original image. (B) Window block used for image matching. (C) Comparison image in which there is a −30-pixel shift corresponding to the x coordinate between (A) and (C).




Color Cross-Talk Elimination

Generally speaking, the most common color industrial camera is combined with a Bayer filter and a complementary metal oxide semiconductor (CMOS) sensor. However, due to the color separation performance of the Bayer filter being imperfect, color cross-talk or color leakage will exist among each of the color channels (i.e., red, green, and blue) [32, 33]. Thus, eliminating the color cross-talk among the RGB channels before separating them is important in our proposed method. The imaging process of RGB oblique illumination with a color camera can be mathematically described as follows:

[image: image]

where W is the color cross-talk matrix between the RGB channels. MR, MG, and MB are the RGB channels captured by the color camera, and the subscripts R, G, and B indicate the red, green, and blue channels, respectively. Ir, Ig, and Ib are the illumination intensities in front of the Byer filter corresponding to red, green, and blue colors, respectively. The illumination parameters in the color cross-talk matrix W can be obtained experimentally by a spectrometer or calculated using Equation (7), where the superscript “−1” refers to the inverse matrix.

[image: image]

In our experiment, a color camera (FLIR, BFS-U3-200S6C-C) is used for recording images. The matrix W corresponding to the wavelengths of the RGB LED (470, 517, and 626 nm, respectively) is shown in Table 1.


Table 1. Color cross-talk matrix W of our RGB camera.

[image: Table 1]



Alternating Projection Phase Retrieval Algorithm

Alternating projection is a kind of optimization strategy realized by sequentially projecting onto several constraints back and forth multiple times. It has been utilized in performing phase retrieval by means of through-focus intensity images [34, 35]. The simplest case of AP involves two constraints, curves A and B, as shown in Figure 4. The intersection point x* of two constraints indicates the optimal solution of this case. The AP framework can start with an initial guess, x0, and then projecting x0 between constraints A and B sequentially. The optimal solution x* can be found finally as shown in Figure 4. Actually, in real experiments, three or more physical constraints can be utilized in the AP process to help improve the possibility of jumping out of the local optimal solution and increase the convergence efficiency, which is also named “sequential projection” or “cyclic projection.”


[image: Figure 4]
FIGURE 4. Alternating projection between constraints A and B.


The information of a sample under test can be represented by a 3D transmittance distribution, which can be written as Equation (8).

[image: image]

where Am is the amplitude transmittance of the object and [image: image] refers to the phase transmittance part. [image: image] is the wave vector, where λ indicates the illumination wavelength. Vector [image: image] denotes the 3D position. Combining with the Fresnel TF propagator, we can propagate the complex light field to different positions and obtain several field distributions corresponding to the different defocus distances [36]. A common propagation routine can be expressed as Equation (9).

[image: image]

where (x, y) indicates a 2D plane, U1(x, y) is the original field distribution, and U2(x, y) is the field in a distance observation plane. The transfer function H is described as Equation (10), where z is the propagation distance from the U1(x, y) plane to the U2(x, y) plane.

[image: image]

The propagator H shown in Equation (10) is applied to a wide range of propagation scenarios that accommodate normal incidence illuminations. However, in angle-varied illuminations, if a sample is placed at the defocus plane, oblique illumination will result in not only a lateral shift in the spatial domain but also a spectrum shift in the Fourier domain. Thus, to solve the spectrum shift, the propagator should be improved.

According to the Fresnel TF propagator with angle-varied illuminations, the phase function can be described as shown in Equation (11), where kx, ky are components of the wave vector corresponding to the x-axis and y-axis, respectively.

[image: image]

As shown in Figure 5A, [image: image] is the radial distance in the observation plane from the origin to the beam aiming point and z is the perpendicular distance between two planes. Equation (11) can be rewritten as follows, where [image: image] and θ indicates the illumination angle.

[image: image]


[image: Figure 5]
FIGURE 5. (A) Oblique illumination model in the Fresnel propagation. (B) Alternating projection utilized in the proposed method.


The propagator in our strategy should be improved as Equation (13), where [image: image].

[image: image]

To obtain several constraints in the optical imaging process, we can propagate the complex light field to different positions by the propagator in Equation (13) and record the corresponding intensity image stack. For instance, as shown in Figure 5B, we set α = 0. By utilizing the axial chromatic aberration characteristics, we use two channels (green and blue) of the same planar sensor to record the intensity images corresponding to the different propagation distances with different illumination angles. The perpendicular defocus distance δzn between the focus plane and the green/blue channels can be calculated by Equation (3). Intensity images obtained with a digital image sensor can directly be expressed as Equation (14).

[image: image]

where the intensity images I1, I2 that correspond to the green and blue channels form two constraints, respectively. Hn(kx, ky) is the Fresnel propagator with different illumination angles and distances. Thus, according to Figure 5B, the framework of the alternating projection phase retrieval approach can be expressed as the process shown in Figure 6, where Amplitude_recovered and Phase_recovered are the recovered amplitude and phase of the sample. loopNum is an iteration number (typical values are 10, 20, and so on).


[image: Figure 6]
FIGURE 6. Algorithm outlines of alternating projection in phase retrieval.





SIMULATION EXPERIMENT

Consistent with the systematic parameters in the experiments, the illumination wavelengths are set to 470, 517, and 626 nm in simulation. The pixel size of the RGB camera is 2.4 μm. The distance between the illumination source and the sample plane is 80 mm. According to Figure 2, a red LED unit is placed on the optical axis, in which the corresponding channel image is used as a reference. The x-dimension lateral distance between the red and green LED is set to Dxrg = 5 mm and the y-dimension distance is set to Dyrg = 0 mm, which means α is set to 0. In a similar way, we set Dxrb = 10 mm and Dyrb = 0 mm, where r, g, and b indicate the red, green, and blue light source, respectively. Therefore, the tangent functions of the illumination direction angles in Figure 2 are [image: image] and [image: image], respectively. In the simulations, we assume that the scale factor ξ = 1. Thus, Equation (3) can be rewritten as follows:

[image: image]

As shown in Figures 7A,B, the “baboon” and “rice” images are used as the ground truth of the amplitude and phase parts, respectively. Their image size is set to 512 × 512. By using the Fresnel diffraction equation shown in Equation (14), we obtain three intensity images at different axial positions, as shown in Figures 7C–E. As mentioned above, Figure 7C belongs to the red channel image, which is illuminated by the normal incidence illumination. Thus, Figure 7C is used as the reference to calculate the defocus distances between the focus plane and the green/blue image planes. The equivalent defocus distances between the focus plane and each image plane is set as zi = [30, 100, 200] um, (i = r, g, b). And the x-dimension separation between the focus plane and each channel image can be written as Lxi = [0, 6.25, 25]um, (i = r, g, b), according to Equation (15), while the y-dimension separations are 0. Thus, the relative pixel shifts between the red and green/blue channels can be calculated as Psri = [2.6, 10.4] pixels (i = g, b), theoretically. Considering the discrete sampling property of digital cameras, pixel shifts should be rounded as Psri = [3, 10] pixels (i = g, b). In general, Figures 7C–E are the final raw data corresponding to the red, green, and blue channels, respectively, which involve different defocus distances and pixel shifts in our simulations.


[image: Figure 7]
FIGURE 7. Simulation results. (A) Ground truth of amplitude. (B) Ground truth of phase. (C–E) Raw images with different defocus distances and pixel shifts.


Figure 8 shows the flow diagram of the proposed method. We chose two 64 × 64 window blocks Tg and Tb as comparisons from Figures 7D,E, respectively, which is similar to that in section SAD Image Registration. Then, according to Equation (4), by searching for the optimal window blocks that have the minimum SAD values with Tg and Tb in the red channel intensity image, we can obtain the pixel shifts Psrg, Psrb between the red channel and the green/blue channels. The absolute defocus distance between the focus plane and the green/blue channels, δzfg, δzfb, can be calculated by Equation (15). For example, in our simulations, the pixel shifts we calculated are Psrg = 3 pixels and Psrb = 10 pixels, which conform to the parameters we simulated. And according to Equation (15), the absolute defocus distances we obtained are δzfg = 115 um and δzfb = 192 um, which are approximately equal to the ideal values. This error comes from the round-off operation to non-integer pixel data.


[image: Figure 8]
FIGURE 8. Flow diagram of the proposed method.


In accordance with the defocus distance obtained above, AP phase retrieval approaches are used for phase recovery. According to section Alternating Projection Phase Retrieval Algorithm, two images corresponding to the green and blue channels are used as amplitude constraints, which means that the amplitude of the complex light field to be recovered at the same axial position should be equal to the square root of the image intensity value. We give an initial guess of the sample's complex function firstly at the focus plane, and then projecting it onto the green (or blue) plane position, replacing the amplitude part with the measured value while keeping the phase part unchanged, and then projecting it back to the focus plane. By repeating this procedure, we can obtain an updated object complex function. Through multiple projections and amplitude replacements between the focal plane and the corresponding constraints of the blue and green channels, we can obtain a final solution. The amplitude and the phase part recovered with the above approach are shown in Figure 9. The cross-talk between amplitude and phase may come from the calculation deviation of the SAD and the following error of defocus distance.


[image: Figure 9]
FIGURE 9. Alternating projection phase retrieval results.


Furthermore, by propagating the recovered object function to the different defocus distances, we can also realize 3D localization in the proposed method. As shown in Figure 10, we propagate the recovered object function to 200, 400, and 800 μm with the illumination angle, θrg, and obtain both the amplitude and phase of the sample corresponding to the different defocus distances, respectively. Compared with the amplitude parts of the sample in Figures 10A–C, by changing the different propagation distances but the same incidence illumination angle, we found that our method can be used in refocusing. With the increase of the propagation distance, the lateral shift is clearer in the results. Furthermore, compared with the phase parts of the sample in Figures 10A–C, we found that the phase parts also change with the increase of the propagation distance. Generally, the results shown in Figure 10 demonstrate the feasibility of our method by simulations in 3D localization.


[image: Figure 10]
FIGURE 10. (A–C) Amplitude and phase of the sample corresponding to defocus distances of 200, 400, and 800 μm, respectively.




EXPERIMENTS

To demonstrate the feasibility of our method in actual experiments, we use Paramecium and bee wing as samples for parameter calibration, phase imaging, and 3D localization. In our experiment, the optical system consists of an RGB camera (FLIR, BFS-U3-200S6C-C) for recording images, a telecentric objective with certain chromatic aberrations (OPTO, TC23004; magnification ×2, NA ≈ 0.1, FOV = 4.25 mm × 3.55 mm, working distance = 56 mm) for imaging, and an RGB LED array (CMN, P = 2.5, 470, 517, and 626 nm) for providing wavelength and direction multiplexing illumination. The system setup is shown in Figure 11A. The distance between the sample plane and the illumination LED plane is adjusted to 90 mm. According to Figure 2, red, green, and blue LEDs are used for angle-varied illuminations. Similar to the parameter set in the simulations, the y-dimension lateral distance between the red and green LEDs is set to Dyrg = 2.5 mm and the x-dimension distance is set to Dxrg = 0 mm, which means α is set to 90°. We set Dyrb = 5 mm and Dxrb = 0 mm, where r, g, and b indicate the red, green, and blue light sources, respectively. The red illumination light is normally incident onto the sample, while the tangent functions of the illumination angles are [image: image] and [image: image] for the green and blue lights, respectively. Before implementing Equation (3) to calculate the defocus distance for each channel, we should obtain the scale factors Arg and Arb first. As shown in Figures 11B–G, we use a Paramecium biological sample to realize the scale factor calibration. Figures 11B–D show the three monochromatic intensity images extracted from the RGB channels of the same image sensor, respectively. Figure 11B is the reference image corresponding to the red channel. Figures 11E,F are two window blocks we choose to search for the minimum SAD value between the red and green/blue channels, respectively. We change the defocus distance from 0 to 600 μm, in which step the size is set to 20 μm and we record the corresponding through-focus images. By implementing the SAD image registration method, we can calculate the pixel shift between the red and green/blue channels. Table 2 is a set of SAD image matching results of the reference image and the blue channel image. As shown in Figure 11G, by using the linear fitting method, we can obtain the scale factor of the two different wavelengths as follows: Arg = 0.045 and Arb = 0.071. Then, combining with the results of the scale factor, we can obtain the defocus distance between the focus plane and the green/blue channel planes mathematically. Furthermore, according to Figure 11G, we found that the absolute defocus distances at the 0-pixel shift between the green and blue channels are different, which is caused by the chromatic aberration of objectives.


[image: Figure 11]
FIGURE 11. Scale factor calibration results. (A) System setup of the proposed method. (B–D) Through-focus images corresponding to the red, green, and blue channels, respectively; (B) is the reference image for the sum of absolute differences (SAD) image matching. (E) Window block from the green channel used for SAD image matching. (F) Window block from the blue channel. (G) Linear fitting results corresponding to system parameters Arg and Arb.



Table 2. Relationship of the defocus distance and pixel shift.

[image: Table 2]

As shown in Figure 12, we use the biological sample bee wing to demonstrate the feasibility of our method. Figures 12A,B are raw data extracted from the RGB camera corresponding to the green and blue channels, respectively. By utilizing Equation (3), the defocus distances between the focus and the green/blue channel images are 256.6 and 324.6 μm, respectively. Then, as shown in Figures 12C,D, we use the AP phase retrieval approach to reconstruct both the amplitude and phase of the biological sample at the focus plane.


[image: Figure 12]
FIGURE 12. (A,B) Images of the green and blue channels extracted from the RGB camera. (C) Amplitude of the recovered object. (D) Phase of the recovered object.


Furthermore, similar to the simulations shown in Figure 10, we choose several defocus distances as examples to perform 3D localization. As shown in Figure 13, after obtaining the recovered object function, we propagate it onto different defocus distances (such as −200, 200, and 400 μm) with the illumination angle θrg. Both the amplitude and phase of the sample corresponding to the different defocus distances can be obtained by this procedure. As shown in Figures 13A–C, the enlarged red boxed sub-regions belong to the same sub-region in the amplitude of the sample while owning different defocus distances. We found that with the change of defocus distance, both the amplitude and phase of the sample will be changed. Generally speaking, Figure 13 demonstrates the feasibility of the proposed method in realizing a 3D localization in actual experiments.


[image: Figure 13]
FIGURE 13. Three-dimensional localization results of the biological sample. (A–C) Amplitude and phase of the sample corresponding to different defocus distances.




CONCLUSION AND DISCUSSION

Generally speaking, through-focus intensity image acquisition methods play a critical role in AP and TIE phase retrieval approaches. In this paper, inspired by chromatic aberration of an objective and lateral shift resulting from the multi-angle illuminations of the out-of-focus sample, we proposed a single-shot through-focus intensity image acquisition strategy and realize phase recovery by the AP phase retrieval method. A Fresnel TF propagator corresponding to angle-varied illuminations is utilized in our method to solve the spectrum shift in out-of-focus imaging with oblique illuminations. Three isolated LED units are used for illumination with different wavelengths from different incident angles. Due to the chromatic aberration of an objective, there will be a lateral shift between each color channel. The red channel image is used as a reference in the calculation of the lateral shift between the red and green/blue channel images because there is no lateral shift between the defocus image and the focus image if the sample is illuminated by a normal incidence illumination. Then, the defocus distances between the focus plane and the green/blue planes can be calculated by the lateral shift between the red and green/blue channel images mathematically. Compared with the proposed methods that utilize chromatic aberration while using three normal incidence illuminations, our method can obtain the defocus distances mathematically, avoiding the requirement of accuracy measurement and complex system setup in conventional methods. Different from the time-consuming process in obtaining the correct defocus distance, our method can obtain the defocus distance quickly on the algorithm. Furthermore, an accurate focusing process is not required in the proposed method. Finally, we use some biological samples and the AP phase retrieval method to demonstrate the feasibility of the proposed method in actual experiments, and a 3D localization corresponding to different defocus distances can be realized.

Although the effectiveness of our method has been proven, there are still some details that can be improved in further works. Firstly, the calculation accuracy of the defocus distance can be increased. In our paper, we use the SAD image registration method to calculate the pixel shift between channels, whose measurement accuracy will be half of a pixel. For further work, the measurement accuracy can be increased by the method proposed in [37]. Furthermore, the sub-pixel image registration method can also be implemented to increase the measurement accuracy. Secondly, theoretically, a larger illumination angle results in a more obvious separation between two channels. However, in actual experiments, considering the effective range of the bright field in oblique illuminations, the largest tangent function between red and blue incident illumination is [image: image], which results in unobvious separations between the two channels. In further works, we can use some binary lens designed by metamaterial to obtain a more obvious chromatic aberration in experiments.
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