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The outbreak of COVID-19 has caused a huge shock for human society. As people
experience the attack of the COVID-19 virus, they also are experiencing an information
epidemic at the same time. Rumors about COVID-19 have caused severe panic and
anxiety. Misinformation has even undermined epidemic prevention to some extent and
exacerbated the epidemic. Social networks have allowed COVID-19 rumors to spread
unchecked. Removing rumors could protect people’s health by reducing people’s anxiety
and wrong behavior caused by the misinformation. Therefore, it is necessary to research
COVID-19 rumor detection on social networks. Due to the development of deep learning,
existing studies have proposed rumor detection methods from different perspectives.
However, not all of these approaches could address COVID-19 rumor detection. COVID-
19 rumors are more severe and profoundly influenced, and there are stricter time
constraints on COVID-19 rumor detection. Therefore, this study proposed and verified
the rumor detection method based on the content and user responses in limited time CR-
LSTM-BE. The experimental results show that the performance of our approach is
significantly improved compared with the existing baseline methods. User response
information can effectively enhance COVID-19 rumor detection.

Keywords: rumor detection, COVID-19, social networks, social physics, user responses

INTRODUCTION

Nowadays, the social network has become an indispensable tool in people’s daily life. People carry
out activities such as social communication, obtaining information, and expressing opinions on
social network platforms. In the above activities, securing information and expressing opinions are
particularly frequent on social networks. However, most of the content on social networks is user-
generated content (UGC), and the veracity of UGC is challenging to be guaranteed. The net structure
of a social network is convenient for the viral dissemination of information, which makes it easy to
generate rumors in a social network, and rumors are easier to spread on a large scale. Rumors in
social networks are particularly rampant when public incidents occur. During the COVID-19
epidemic outbreak in 2020, a large number of rumors spread widely on social platforms such as
Twitter and Weibo, which aggravated people’s fear and anxiety about the epidemic, and made people
experience an “information epidemic” in the virtual space [1]. Rumor governance on social networks
is essential and necessary work.

For social network users, removing rumors on social networks could effectively reduce people’s
anxiety and stress during COVID-19 and help people reduce wrong behavior (such as refusing
vaccines) caused by misinformation, thus protecting their health. For social network platforms,
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removing rumors could reduce the spread of false information
and improve the platforms’ environment and user experience.
For public health departments, removing rumors could reduce
the cost of responding to the epidemic by allowing truthful and
correct policies and guidelines to be disseminated effectively. The
effective detection of rumors is the key to rumor governance. If
false rumors or fake news on social networks can be detected
sooner, relevant measures (e.g., rumor refutation and timely
disclosure of information) will be taken more timely.

For the detection of rumors, existing studies proposed
methods from various perspectives. Most methods for rumor
detection are based on rumor content information, rumor source,
and propagation path. Rumor detection methods based on
content information focuses on language style, emotional
polarity, text and picture content features [1]. Rumor
detection methods based on rumor source focuses on web
address (e.g., the source URLs of rumors), website credit, and
webpage metadata [2]. Rumor detection methods based on
propagation focus on the propagation structural features
during rumor propagation, such as the retweeting and
commenting behavior by social platform users [3]. With the
development of artificial intelligence, deep learning methods
make a significant contribution to various tasks. Some studies
had adopted artificial intelligence based methods in rumor
detection and achieved decent performance [4]. With the
advent of language models based on transfer learning like
BERT [5] and GPT3 [6], the analysis ability of deep learning
models for natural language is further improved, which indicates
us to utilize the language models based on transfer learning on
rumor detection.

Time constraints are an essential factor that needs to be taken
into consideration. The timelier we detect the fake news on a
social network, the less harm it will cause. Public health
emergencies like COVID-19 epidemic-related information are
radically concerned and could profoundly affect psychology and
behavior. There is a stricter time constraint on COVID-19 rumor
detection. With the time constraints, methods based on
propagation path are not applicative. It takes time to form the
propagation path of a rumor. This indicates that we pay more
attention to the content of rumors and user comments, and
retweets. Because the users of a social network can comment and
retweet on a rumor, known as user responses, the user responses
usually contain information on the rumor’s veracity. However,
most of the existing studies did not take the content of user
responses. The responses from users can be considered as
discussions or arguments around the rumor. By extracting
user response features, we may be able to implement rumor
detection better. Facing rumor detection on COVID-19 on social
networks, this study proposes a novel deep learning method
based on rumor content and user responses. Our method has
the following contributions:

1. Our method incorporates user response sequence into the
rumor detection system. On the one hand, the information
contained in user responses is fully utilized; on the other hand,
the sequence of user responses also contains a part of the
features of the rumor propagation path.

COVID-19 Rumor Detection

2. Time limit is added in our study. Only user responses within
24 h of rumor release are used as model input for detection.

3. Our method is based on the language model with transfer
learning to obtain content features. Moreover, to capture
richer information about COVID-19 in the social context,
we use post-training mechanism to post train BERT on the
corpus of COVID-19 related posts on Twitter and Weibo.

The structure of this paper is as follows: Related Work
introduces the research progress on this topic, especially the
progress in methods development. Methods introduces
the problem statement of COVID-19 rumor detection and the
methods proposed in this study. Experiments introduces
the experimental dataset, baselines, evaluation methods,
experiment settings, and experimental results. In Discussion,
the experimental results are deeply analyzed and discussed.
Conclusion summarizes the research findings of our work and
points out some future directions.

RELATED WORK

With the development of intelligent devices and mobile internet,
human beings are experiencing an era of information explosion.
At present, countless information is flooded in our lives.
However, not all of this information is true, and even in the
outbreak of a major public health crisis such as the COVID-19
epidemic, much of the information we have obtained is false
rumors. Generally speaking, a rumor refers to a statement whose
value can be true, false, or uncertain. Rumor is also called fake
news [7]. Rumor detection means to determine whether a
statement or a Twitter post is a rumor or non-rumor. The
task of determining whether a statement or a Twitter post is a
rumor or non-rumor is also called rumor verification [8].
According to recent studies, rumor detection refers to the
veracity value of a rumor. Therefore, rumor detection is
equivalent to rumor verification [9].

Since information is easier to spread on social networks,
rumor detection on social networks is more complex than
general fake news detection. For detecting fake news, text
features, source URL, and source website credit can be
considered [2]. The source of information is more complex on
the social network, and information spreading is much faster and
wider. Rumor detection on social media is critical. Existing
studies show that rumor detection on social networks is often
based on text content features, user features, rumor propagation
path features. Among them, the text content features and rumor
propagation path features are significant for rumor detection.

For rumor detection methods based on text content features,
writing style and topic features are an essential basis for
determining whether rumors are true or not [10]. In addition
to the text content, postag, sentiment, and specific hashtags such
as “#COVIDI19” and “#Vaccine” are also important content
features [11]. Chua et al. summarized six features, including
comprehensiveness, sentence, time orientation, quantitative
details, writing style, and topic [12]. With the development of
deep learning and artificial intelligence, deep learning models
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such as CNN have been used to extract the text features of rumors
and combined with word embedding generation algorithms such
as Word2vec, GloVe. Deep learning models can automatically
extract the features related to rumors detection through
representation learning and have achieved decent performance
in the rumor detection task. Using CNN to extract the features of
rumor content has a good effect on limited data and early
detection of rumors [13]. CNN is also applied to feature
extraction of text content in multimodal fake news detection [4].

Rumor propagation path is another common and essential
feature of rumor detection. Real stories or news often have a
single prominent spike, while rumors often have multiple
prominent spikes in the process of spreading. Rumors spread
farther, faster, and more widely on social networks than real
stories or news [14]. Focusing on the rumor recognition path,
Kochkina et al. proposed the branch-LSTM algorithm, which uses
LSTM to transform propagation path into a sequence, combines
text features and propagation path features and conducts rumor
verification through a multi-task mechanism [8]. Liu et al
regarded the rumor propagation path as a sequence and
utilized RNN to extract propagation path information [15].
Kwon et al. combined text features, user network features, and
temporal propagation paths to determine rumors [16]. Bian et al.
transformed rumor detection into a graph classification problem
and constructed the Bi-GCN from Top-Down and Bottom-Up
two directions to extract the propagation features on social
networks [3].

Because rumor detection needs a high-quality dataset as
support, few studies are focusing on COVID-19 rumor
detection. Glazkova et al. proposed the CT-BERT model,
paying attention to the content features, and fine-tuned the
BERT model based on other news and Twitter posts related to
COVID-19 [17]. For the datasets, Yang et al. [18] and Patwa et al.
[19] provided rumor datasets on COVID-19, which are mainly
based on social network platforms such as Twitter, Facebook, and
Weibo, and news websites such as PolitiFact.

Compared to routine rumor detection, COVID-19 rumor
detection has a strict time constraint, especially during the
outbreak stage of the epidemic. Once the rumor detection is
not timely enough, the negative impact brought by rumor
propagation is enormous. The damage caused by COVID-19
rumors can increase rapidly over time and have an even more
significant and broader impact than other rumors. Therefore,
early rumor detection on COVID-19 needs to be considered, and
early detection and action should be taken. Most of the existing
studies focus on the features of rumor content and propagation
path but pay insufficient attention to user responses and rumor
detection within a limited time. User responses to a rumor often
include stance and sentiment toward the rumor. Particularly for
false rumors, user responses are often more controversial [20].

In the existing studies, some suggested that user response can
better assist systems in detecting rumors [9, 20]. However, more
studies use user response to determine user stance and regard
user stance classification as a separate task. User stance refers to
users’ attitudes toward rumors. Similar to sentiment polarity
classification, user stance is generally a value of [-1,1], where
one indicates full support for the rumor to be true, 0 indicates

COVID-19 Rumor Detection

neutrality, and —1 indicates no support for the rumor to be true at
all [21]. There are studies on implementing rumor verification
and user stance simultaneously through a multi-task mechanism
[8]. However, there are very few studies that directly use user
responses to enhance rumor detection. Given the shortcomings of
existing studies, this study proposes a rumor detection method
based on rumor content and user response sequence in a limited
time and uses the language model based on transfer learning to
extract the features of rumor text.

METHODS

This section introduced the method based on rumor content and
the user response sequence proposed in our study. Problem
Statement presents the problem statement of rumor detection.
Rumor Content Feature Extractor introduces the feature
extracting method for the COVID-19 rumor content. User
Response Feature Extractor introduces the feature extracting
method for the user response of the COVID-19 rumor content.

Problem Statement

The problem of rumor detection on COVID19 on social networks
can be defined as: for a rumor  detection
datasetR = {r|,75,...,7,}. r; is the i-th rumor event, and #» is
the number of rumors in the rumor dataset.
ri={xis, .. s’], R Sin,-}’ where x; is the source post of rumor
event 7y, and s} is the response to the post x; from other users
within a certain period of time. Specifically, user responses s,
to the post x; can be defined as a sequence. For each rumor events
r; 1is associated with a ground-truth label y; € {F,T,U}
corresponding to False Rumor, True Rumor and Unverified
Rumor. Given a rumor dataset on COVID-19, the goal of
rumor detection is to construct a classification system f, that
for any r;, its label y; can be determined. In many studies, this
definition is the same as rumor veracity classification task [9, 22].

Rumor Content Feature Extractor

In this study, we implemented a deep learning model based on content
features and user responses for COVID-19 rumor detection in limited
time. Therefore, content features are an important basis for rumor
detection. We need to extract the features for the rumor content and
map the rumor content to embedding in a vector space. In the
common representation learning process, for a rumor text x;, pre-
training models such as Word2vec or GloVe are generally transform
the words {w;; ...w;,} composed of rumor text x; into word
embedding, and then deep learning models such as RNN and
CNN are used to extract features related to rumor detection and
form rumor content feature C. For example, the last step 4, of RNN or
the vector C from CNN pooling layer is normally used to represent the
content feature of the whole rumor text x;.

Along with the development of natural language processing
technology, language models based on transfer learning, such as
ELMo [23], BERT [5], and XLNet [24], have achieved excellent
performance in text feature extraction. Benefit from the transfer
learning mechanism, language models like BERT significantly
improved backend tasks, including text classification, machine
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translation, named entity recognition, reading comprehension,
and automatic question answering tasks. Since language models
based on transfer training have better performance in natural
language processing tasks, this study will use such models to
extract the features of rumor content. Specifically, this study uses
the post-trained BERT model to extract features from COVID-19
rumor post texts.

BERT is short for Bidirectional Encoder Representations from
Transformers proposed by Jacob et al. (2018). Through the
mechanism of the transformer network and the transfer
learning mechanism, BERT contains vibrant text lexicon
information and semantic information. BERT model has been
trained on more than 110M corpus and can be directly loaded and
used. It is pre-trained by MLM (Masked Language Model) and
NSP (Next Sentence Prediction) task. The basic architecture of
BERT is shown in Figure 1. Rumor text first goes through the
BERT tokenizer and creates token embedding, segment
embedding, and position embedding in the BERT model.
Then the embedding of the text enters the encoder of BERT.
The encoder is composed of multi-head attention layers and a
feed-forward neural network. After six layers of encoding, the
encoded text is embedded into the decoder, composed of a multi-
head attention layer and feed-forward neural network. After six
layers of decoding, the feature of rumor content is extracted. The

"The figure is modified based on: Vaswani, Ashish, Noam Shazeer, Niki Parmar,
Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, and Illia Polosukhin
“Attention is all you need.” In Advances in neural information processing systems,
pp. 5998-6008. 2017.

multi-head attention mechanism is the critical process to extract
text features. It can be formulated as:

Q =QWRK; =KW}, V; =VW/

T
Head; = Softmax(QiKi )V,-
Vdx
MultiHead (Q, K, V) = Concat (Head,, Head,, . . ., Head,)W°
where Q represents the input of the decoder in a step, the K and V
represent the rumor text embedding, W<, W¥ and W are the weight
parameters of Q, K, and V. dk is the number of dimensions in K to
scale the dot product of Q; and K;. Head; represents the output of
the i-th attention head layer. WO is the weight parameters for
concatenated outputs. MultiHead (Q,K,V) represents the final
output of the multi-head attention layer.

Existing studies have shown that post-train on BERT by
domain-specific corpus can significantly improve the
performance on the natural language processing task in
specific domains [25]. In combination with the COVID nine
rumor detection task, post-training on BERT was carried out
through a COVID 19 Twitter dataset [26] and a COVID19 Weibo
dataset [27], respectively. Specifically, we use the MLM task to
post-train BERT so that our BERT model contains more semantic
and contextual information on COVID 19-related posts from
social networks. This study uses BERT and Chinese BERT in the
PyTorch version released by Huggingface” as our primary model.

*https://github.com/huggingface/pytorch-transformers
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An Example of a Rumor Post and Its User Responses:
Twitter Post:
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“CDC is preparing for the ‘likely’ spread of coronavirus in the US, officials say https://t.co/cm9pRyVTcU Do we have anyone left in the CDC who knows what the fuck

they are doing,” Mon Feb 24, 2020.
User Responses:

— “Georgia Doctor Appointed Head Of The CDC: Health News Dr. Brenda Fitzgerald, who leads the Georgia Department of Public Health, has been appointed CDC
director. She'll take over as the Trump administration seeks big cuts to the CDC’s budget.” Mon Feb 24 10:40:44 + 0000 2020, 0, 1, 1, 49:33.4.

— “@NikitaKitty @PerfumeFlogger We used to. This a travesty.”, Mon Feb 24 10:47:35 + 0000 2020, 1, O, 0, 49:33.4.

—“As we've reported, that would include a $186 million cut to programs at the CDC'’s center on HIV/AIDS, hepatitis and other sexually transmitted diseases.”, Mon Feb

24 10:43:18 + 0000 2020, 1, 2, 2, 49:33.4.

- “The CDC’s chronic disease prevention programs, such as those for diabetes, heart disease, stroke and obesity, would be cut by $222 million. What will she do stave

the fucking virus?", Mon Feb 24 10:43:18 + 0000 2020, 1, 4, 4, 49:33.4.

After the pre-training of 20 epochs on the COVID-19 dataset, we
post-trained the original BERT and original Chinese BERT to the
COVID-19 Social Network BERT (CSN-BERT) model.

User Response Feature Extractor

Users on social networks would reply or forward a Twitter,
whether it is a true rumor or a false rumor. These responses and
retweets contain users’ views. Some of these views are to the
rumor, and others are to other users’ responses or retweets. The
user responses and retweets can be considered as discussions or
arguments around the rumor. An example of a Twitter post’s
user responses is shown below. Typically, the responses and
retweets can be seen as a tree structure. Rumors and their
responses and retweets are called conversational threads. Many
studies focused on the tree structure consisting of user
responses and retweets and determine rumor veracity based
on its structure known as propagation path. However, they do
not pay much attention to the content of user responses.
Because COVID-19 rumors are more likely to cause panic,
there are stricter time constraints for discovering these rumors.
In limited time, the structure of responses and retweets, the
propagation path, may not be comprehensive enough to
determine the veracity of rumors. This indicates that we
need to dig into the user responses for essential features on
rumor detection.

In this study, we focus on the opinions expressed from user
responses. We think of user responses as a sequence,
Ri=1{s,... s;, . "Sin,-}' The sequence is arranged by response
time. To be sure, the original rumor post is not recorded in the
sequence. This responses sequence is constructed with time
limits. We start with the time of the first responses or retweets
and only record responses within 24 h. For the response sequence
R;, we need to extract features from the user response sequence R;
for rumor detection. In order to extract features from the user
response sequence, we proposed COVID-19 Response-LSTM
(CR-LSTM) to learn about the user response sequences. We
implemented the post-trained BERT model (CSN-BERT)
mentioned in Rumor Content Feature Extractor and a
textCNN extractor to learn the sentence embedding of each
user response. To be specific, BERT’s [CLS] vector is used to
represent the feature of user responses. The structure of the entire
model is shown in Figure 2.

For a user response, its sentence embedding firstly generated
through the CSN-BERT. Then, the sentence embedding enters a
bidirectional LSTM layer in the order of release time. Each hiddgln
layer in the LSTM layer corresponds to a response, denoted as h,.
After encoding by two LSTM layers, the vector is weighted by an
attention layer. We use the multi-head self-attention mechanism
to find the responses that have more influence on the results. This
process can be represented as:

B = LSTMi(h;_I,e;>
— — —, .
hi= LSTMi<h;+1 ,e;>

]_,l'i’zi i\
L; = Concat”| Softmax [t—t]et e, |[w°

Vax

where LSTM; indicates the encoding operation in the forward

direction, and LST'M; in the backward direction. fz’t represents the
forward hidden state of the #-th embedding in R;, also
corresponding to word 53 in R;, which is calculated by its

previous hidden state fzi_l and current post sentence embedding
e’tTl; represents the backward hidden state of the #-th embedding
in R;. The hidden state of the t-th embedding is obtained by
concatenating l_ﬁ and?ti, denoted by hi = [Ei,?li]. L; is the final
embedding of the CR-LSTM. Concat? (so ftmax([%)ei)wo
indicates the multi-head self-attention.

The Full View

Combining the rumor content feature extractor and the user
response feature extractor, we can extract the integrated rumor
feature. For a rumor r; = {x;, s}, . .. s’] -..» s, }ina rumor dataset
R={ry,7s,...,r,}, the rumor content feature extractor (CSN-
BERT) can extract the rumor content feature C; from x;. The user
response feature extractor (CR-LSTM) can extract the user
response feature L; from {sj,...s},..., s, }.

We concatenate the user response feature L; extracted by CR-
LSTM with the rumor content feature C; extracted by CSN-BERT
into the integrated rumor feature. The rumor detection feature
then goes through a fully-connected layer dimension, activated by
Relu function, and at last output the probability distribution of
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rumor detection by a Softmax function. The total model is called
CR-LSTM-BE (COVID-19 Response LSTM with BERT
Embedding). The full view of our model is shown in Figure 3.

EXPERIMENTS

In this section, we introduced the experimental preparation and
the experimental results. Dataset introduces the two datasets for
the COVID-19 rumor detection task used in our experiments.
Evaluation Metrics introduces the evaluation metrics with the
computing methods. Experiment Settings introduces the
experiment settings, especially the hyperparameters selected in
the experiments. Results presents the experimental results and
compares and analyzes the results with baseline methods.

Dataset
To confirm the performance of the CR-LSTM-BE model
proposed by us on the COVID-19 rumor detection task. Since
there are not many datasets for COVID-19 rumors and
considering the data requirements, this study conducted
experiments on two datasets. The datasets selected to conduct
experiments are the COVID-19 rumor dataset and the
CHECKED dataset. The experimental results and related
indicators tested the performance of the CR-LSTM-BE model.
The COVID-19 rumor dataset is provided by Cheng et al. [28]
and consists of rumors from two types of sources. One is news
from various news sites, and the other is from Twitter. There are
4,129 news and 2,705 Twitter posts in this dataset. This study

focuses on COVID-19 rumor detection on the social network, so
only the Twitter post part of the dataset is selected as the
experimental data. The Twitter part of the dataset contains
rumor Twitter post id (Hashed), Twitter post content, rumor
label (True, False or Unverified), number of likes, number of
retweets, number of comments, user responses over a while, user
response time and stance of user response. This study mainly
used the Twitter post content in the dataset and the user
responses of each Twitter post within 24h to conduct
experiments.

The CHECKED data set was provided by Yang et al. [18], and
the data came from the Chinese Weibo social network. This
dataset contained 2,104 tweets. The dataset contains the rumor
microblog’s post id (hashed), microblog’s post id content, rumor
label (True or False), user id (hashed), the time the microblog was
posted, number of likes, number of retweets, number of
comments, user responses over some time, user retweet over
some time, user response time, and user retweet time. This study
mainly used the contents of the rumor microblog and the
responses and retweets of each microblog within 24h to
conduct experiments. Statistics of the relevant data are shown
in Table 1. We randomly split the two datasets into the training
set, validation set, and testing set with the proportion of 70, 10,
and 10%, respectively.

Due to the uncontrollable quality of user response data, we
performed resample on the data while preprocessing the user
response data. Specifically, we removed user responses that are
very concise (less than three words), contain more emoji (over
80%), and have only one hyperlink without other information.
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Evaluation Metrics

The evaluation metric followed most of the existing studies,
which regards rumor detection as a classification task. We used
the Macro Fl1, precision score, recall score, and accuracy to
evaluate the performance of our model. Macro F1 is used
because the labels of rumor posts are imbalanced, which
means the distribution is skewed. Marco F1 allows us to
evaluate the classifier from a more comprehensive
perspective. The precision and recall score in our evaluation
is also macro. The definitions of precision, recall, Marco F1, and
accuracy are shown below:

. TP,
Precision, = ———
TP, + FP,
TP,
Recall, = ——
TP.+ FN,

_ 2% (Recall *Precision,)

c =

Recall, + Precision,
Marco F1 = z::lFlc/n

Correct Predictions

A =
sy all samples

where c is the label of a rumor, which could be True, False, or
Unverified. TP, stands for the true positives of rumor label c,
which means that the actual label of this rumor is ¢, and the
predicted label is also c. FP, stands for the false positives,
which means that the actual label of this rumor is not c, but the
predicted one is c. FN, stands for false negatives, which means
that the actual label ¢, but the predicted label is not c¢. Macro
F1 was used to integrate all F1,.

Experiment Settings

In our experiments, we fine-tuned the CSN-BERT on rumor
veracity classification task. To prevent overfitting, we disabled
backpropagation of CSN-BERT while training the CR-LSTM-BE
model. We implemented our model by Pytorch, and the bias was
initialized to 0. We used the dropout mechanism to prevent the
model from quickly overfitting, the dropout rate was set to 0.5.
Random Search method [29] was used to find the optimum
hyperparameters. For post training the BERT model and fine-
tuning the CSN-BERT, AdamW optimizer [30] was applied with
an initial learning rate le-5 for model updating, and a mini-size
batch of 16 was set. Early stopping is used, and the patience was
set to five epochs. In the CR-LSTM-BE model, the optimum
number of RNN layers is one and the optimum hidden size is 512.
the one optimum number of attention head is 8, and the optimum
attention size is 512. We used the Word2vec [31] embedding to
initialize word embedding vectors in the textCNN part of the CR-
LSTM-BE model, the word embedding vectors were pretrained
on English corpus provided by Google. The dimension of word
embedding vector was set to 300. For training the CR-LSTM-BE
model, Adam optimizer [32] was applied with an initial learning
rate le-3 for model updating, and a mini-size batch of 16 was set.
Early stopping is used, and the patience was set to 15 epochs. All
the experiments were done on a GeForce TITAN X.

RESULTS

The datasets adopted in this study do not provide detailed rumor
detection results based on different methods. The COVID-19
rumor dataset provides rumor detection results for all data,
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TABLE 1 | Statistics of the datasets.

COVID-19-rumor dataset CHECKED dataset

Sentence per tweets 1.39 4.76
Words per sentence 1.4 25.96
Words per tweets 156.87 123.67
Total words 42,939 260,197
Total tweets 2,705 2,104

Total responses 34,963 2997063

including news and Twitter data. However, only the Twitter
dataset was used in this study. The CHECKED dataset
includes benchmark results of FastText, TextCNN, TextRNN,
Att-TextRNN, and Transformer methods, but the test only gives
Macro F1 score, which lacks more specific indicators such as
accuracy and F1 scores on different labels. In order to compare
and analyze the performance of our model. We set up several
baseline methods based on rumor content features. Referring to
related studies and the CHECKED dataset, baseline methods in
this study include SVM classifier with word bags, textCNN with
word2vec embedding, TextRNN with word2vec embedding,
AttnRNN  with word2vec embedding, Transformer with
word2vec embedding, and BERT-base. We wused the
Word2Vec embedding pretrained on the English corpus
published by Google and the Word2Vec embedding pretrained
on the Chinese corpus published by Sogou.

We repeatedly conducted experiments with each method ten
times in our study. With the results of the ten experiments, the
median of Macro F1 in each group was selected as the
experimental results for comparison. We conducted the t-test
to confirm if the proposed model performed significantly
differently from the baseline methods. The results of the t-test
show a significant improvement (p-value<0.05) between CSN-
BERT and the baseline methods, CR-LSTM-BE and the baseline
methods, and CR-LSTM-BE and CSN-BERT. The experimental
results of this study in the COVID-19 rumor dataset are shown in
Table 2. According to the experimental results, the best-
performed method in the baselines is the BERT-base, of which
the precision, recall, Marco F1, and accuracy score achieved
55.22, 55.53, 55.34, and 55.42, respectively. In our methods,
the post-trained CSN-BERT model showed significant
improvement on the data set. Its precision, recall, Marco F1,
and accuracy score achieved 58.47, 58.64, 58.55, and 58.87,
respectively. Compared to the best-performed baseline, the

TABLE 2 | Performance on the COVID-19 rumor twitter dataset.

Methods Precision Recall Macro F1 Accuracy
WB-SVM 43.20 43.50 43.33 43.35
textCNN 52.87 52.82 52.80 53.45
textRNN 51.18 51.83 51.45 51.35
attnRNN 51.79 53.04 52.23 51.97
Transformer 52.85 52.63 52.72 52.22
BERT-base 55.22 55.53 55.34 55.42
CSN-BERT 58.47 58.64 58.55 58.87
CR-LSTM-BE 63.15 64.39 63.64 63.42

COVID-19 Rumor Detection

TABLE 3 | Performance on the CHECKED dataset.

Methods Precision Recall Macro F1 Accuracy
WB-SVM 62.35 69.21 62.33 70.09
textCNN 81.99 89.08 84.76 89.87
textRNN 71.57 81.00 73.77 80.54
attnRNN 81.98 91.44 85.32 89.87
Transformer 84.84 92.36 87.82 91.93
BERT-base 95.74 98.16 96.89 98.10
CSN-BERT 97.13 99.32 98.18 98.89
CR-LSTM-BE 100.00 100.00 100.00 100.00

CSN-BERT showed a 5.8% improvement on Macro F1. The
CR-LSTM-BE method based on rumor content feature and
user responses proposed in this study has achieved the best
performance in the COVID-19 rumor dataset. The precision,
recall, Marco F1, and accuracy score of the CR-LSTM-BE
achieved 63.15, 64.39, 63.64, and 63.42, respectively.
Compared to the best-performed baseline, the CR-LSTM-BE
improves 15.0% on Macro F1. Compared to the post-trained
CSR-BERT method, this is an 8.7% improvement on Macro F1.

The experimental results of this study on the CHECKED
dataset are shown in Table 3. According to the experimental
results, the best-performed method in the baselines is the BERT-
base, of which the precision, recall, Marco F1, and accuracy score
achieved 95.74, 98.16, 96.89, and 98.10, respectively. In our
methods, the precision, recall, Marco F1, and accuracy score
of the post-trained CSN-BERT model achieved 97.13,
99.32,98.18, and 98.89, respectively. Compared to the best-
performed baseline, the CSN-BERT slightly improved Macro
F1 (1.3%). The CR-LSTM-BE method based on rumor content
feature and user responses proposed in this study has achieved
the best performance in the CHECKED dataset. The precision,
Recall, Marco F1, and accuracy score of the CR-LSTM-BE all
achieved 100. Compared to the best-performed baseline, the CR-
LSTM-BE improves 3.2% on Macro F1. Compared to the post-
trained CSN-BERT method, this is a 1.9% improvement on
Macro F1.

DISCUSSION

In this section, we discussed the performance and the characters
of our proposed models. Improvement Analysis analyzes the
improvements of CSN-BERT and CR-LSTM-BE compared
with the baseline methods. Number of Responses Analysis
analyzes the effect of the number of responses to rumor detection.

Improvement Analysis

Among the methods experimented in this study, CSN-BERT has
a particular improvement than the baseline methods according to
the experimental results, which indicates CSN-BERT has a better
performance in the feature representation of rumor content by
post-training COVID-19 twitter dataset than the original BERT
(BERT-base). Compared with general deep learning models (such
as textCNN and LSTM)), it is not surprising that the BERT model,
which is based on transfer learning, performs better in the
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problem of rumor detection because the model is based on
transfer ~ training has  more  contextual  semantic
information—continuing with the idea of allowing the model
to acquire more contextual semantic information, CSN-BERT
allowing the BERT model to learn more information on COVID-
19 discussed by users in the social network in advance. Compared
with the original BERT, BERT after post-training is more suitable
for COVID-19 rumor detection.

The CR-LSTM-BE proposed in this study adds user responses
information into the deep learning model and encodes user
responses through the LSTM network with multi-head
attention. Use responses contains much information to the
original twitter post [33]. In our hypothesis, adding user
responses into the model can provide richer information
standing for user feedback for the learning process and enable

the model to determine the veracity of rumors based on user
feedback. The experimental results show that CR-LSTM-BE
achieves the best results on both datasets. The experimental
results confirmed our hypothesis. In Figure 4, we compare the
F1 scores of all methods on the various rumor labels (F: False, T
True, U: Unverified). The legend “A” in Figure 4 is the accuracy,
and legend “F1” is the Macro FI. It can be seen that the F1 score
on each rumor label of CR-LSTM-BE is better than other
methods. In addition, this method can still get a more
balanced classification result from unbalanced training data.

Number of Responses Analysis

Interactions on social networks could help better represent user
profiles. More user responses can be seen as connections on social
network and will provide richer information to describing an
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event from a more abundant perspective [34-39]. To further
understand the effect of user responses on rumor detection, we
compared the accuracy of a different group of Twitter and
microblog posts with various responses within 24 h. Figure 5
shows the rumor detection accuracy improvements of a different
group of Twitter and microblog posts with various responses
tested on CR-LSTM-BE and CSN-BERT. While the number of
user responses is 0, CR-LSTM-BE will degenerate into CSN-
BERT, and the accuracy will not be improved. As shown in
Figure 5, while the number of user responses is 1-5, the accuracy
of rumor detection increased by 5.34%. While the number of user
responses is 6-10, the accuracy of rumor detection increased by
6.19%. While the number of user responses is more than 11, the
accuracy improvement of rumor detection is stabilized at about
10%. This indicates that we should consider including more than
11 user responses for COVID-19 rumor detection on Twitter. For

Weibo, due to a large number of retweets and responses, we use
another category scheme in the division of the number of user
responses. As can be seen from Figure 6, the curve of accuracy
promotion is similar to that of Twitter (Figure 5). While the
number of user responses is more than 41, the improvement of
rumor detection accuracy tends to be stable. This suggests that we
should consider including more than 41 user responses for
COVID-19 rumor detection on Weibo.

CONCLUSION

In this study, we proposed rumor detection methods based on the
features of rumor content and user responses because of the rapid
propagation and prominent domain characteristics of COVID-19
rumor detection on social networks. In order to better capture
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and extract rumor content features, we combined the language
model based on transfer learning with a post-training mechanism
to construct CSN-BERT based on COVID-19 user posts on social
networks. In order to make better use of the information in user
responses, we further proposed CR-LSTM-BE, which
incorporated the information of user responses into the
learning process through LSTM. The experimental results
show that the post-trained CSN-BERT model can better
extract the content features of COVID-19 rumors on social
networks than other deep learning models. The CR-LSTM-BE
model that integrates user responses achieves the best
performance on both datasets. In addition, we found that
more user responses can help the CR-LSTM-BE model to
achieve better results. On the Twitter network, more than 11
user responses can help to achieve the best performance. On the
Weibo network, more than 41 user responses can help to achieve
the best performance.

This study focuses on exploring the enhancement of user
responses information on rumor detection. Limited by the
experimental data, this study did not consider the structural
features of user responses and retweets, known as propagation
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