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As one of the key proteins, wild-type p53 can inhibit the tumor development and regulate the cell fate. Thus, the study on p53 and its related kinetics has important physiological significance. Previous experiments have shown that wild-type p53-transcribed phosphatase one protein Wip1 can maintain the continuous oscillation of the p53 network through post-translational modification. However, the relevant details are still unclear. Based on our previous p53 network model, this paper focuses on the modification of Wip1 dephosphorylated ataxia telangiectasia mutant protein ATM. Firstly, the characteristics and mechanism of p53 network oscillation under different numbers of DNA double strand damage were clarified. Then, the influence of ATM dephosphorylation by Wip1 on network dynamics and its causes are investigated, including the regulation of network dynamics transition by the mutual antagonism between ATM dephosphorylation and autophosphorylation, as well as the precise regulation of oscillation by ATM-p53-Wip1 negative feedback loop. Finally, the cooperative process between the dephosphorylation of ATM and the degradation of Mdm2 in the nucleus was investigated. The above results show that Wip1 interacts with other components in p53 protein network to form a multiple coupled positive and negative feedback loop. And this complex structure provides great feasibility in maintaining stable oscillation. What’s more, for the state of oscillation, the bottleneck like effect will arise, especially under a certain coupled model with two or more competitive negative feedback loops. The above results may provide some theoretical basis for tumor inhibition by artificially regulating the dynamics of p53.
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1 INTRODUCTION
As the basic unit of life, cells can regulate their own behavior to adapt to intra- and extracellular stress signals, depending on the protein interaction networks [1]. The p53 signaling network, with protein p53 at its core, is one of the key components of the cell, being a popular research topic in physiology for the last 4 decades [2–4]. Studies have shown that p53 is strongly associated with many types of cancer, such as liver, lung, breast, stomach, colon and prostate cancers [4–6]. To mitigate threatens from these troubles, there is an urgent need to improve the understanding of p53. In resting state, the E3 ubiquitin ligase Murine Double Minute 2 (Mdm2) can promote rapid degradation of p53, resulting in low p53 expression levels [7]. Under stressful conditions, such as ionizing radiation, UV irradiation, drug induction or metabolic stress, p53 is activated and maintained at high levels [8–11]. As a multifunctional transcription factor, p53 can induce the expression of various downstream proteins involved in the cell cycle, metabolism or apoptosis [12, 13]. In particular, for cell fate decision, p53 dynamics are showing great effect in different environments [14–16]. Studies have shown that pulsed oscillations in the p53 network are widespread [17, 18], determining the survival probability of cell, and it needs to be studied in detail. Therefore, the generation and maintenance of stable oscillations deserves further investigation. What’s more, the related process in oscillation like gene transcription and protein post-translational modifications, which can form coupled multi-feedback loops, still needs to be investigated. In this paper, we focus on the phosphorylation and dephosphorylation of the ataxia-telangiectasia mutated protein (ATM) at site of Ser1981 [19, 20] and provide insight into the dynamics of the associated p53 signaling network.
Induced by ionizing radiation or drugs, undamped periodic oscillations in single cells or cell populations are the typical feature of protein p53, in which the radiation doses are correlated with the number of oscillatory pulses [21, 22]. For this phenomenon, many theoretical models have been established, which are based on the p53-Mdm2 negative feedback loop [22] (NFL). For example, the model designed by [23], including the p53-Mdm2 NFL as the main structure, has investigated the global stability of p53 network. Based on the NFL of p53-Mdm2, some models considered multiple NFLs, such as the models in Refs. [18, 24], which added the NFL of p53-Wip1-ATM to investigate the stable, oscillations and biorhythms in the signaling transduction network; the Yang’s model [25], which examined the phosphorylation of the Ser395 site of Mdm2, analyzed the coupled positive feedback loop (PFL) and NFL of p53-Mdm2 and related kinetics; the Ouattara’s model [26], which distinguished the nucleus and cytoplasm of p53, found the amplitude and height of p53 were variable, while the peak width and period were less affected by noise. In addition to these deterministic models, stochastic kinetic models have also been widely used, e.g., the model constructed by Ma et al. [27] includes differential equations and stochastic repair processes to reproduce the pulsing release behavior of p53; the model by Xia and Jia [28] includes a p53 oscillation module and a DNA repair module, successfully explained the possible mechanism of ion radiation dose regulation of the p53 pulse number. Another stochastic model [29] introduced the τ-leap algorithm to reproduce the response details of the p53 protein network and discusses the effects of intra/extracellular noise and cellular variability on the stability of oscillations. These models provided a comprehensive analysis of p53-related dynamics and yield important results. However, some details of the network still need to be investigated in depth, e.g., how to regulate the single feedback loop, coupled positive and negative feedback loops [30–33] or coupled double NFLs within the structure of co-existence of multiple feedback loops.
In order to answer these questions, this paper takes the phosphorylation and dephosphorylation processes of ATM as a starting point, and investigates the changes of p53 network dynamics. Basing on a simple p53 network structure, the kinetic equations of the model are given. Then, through numerical analysis, the relationship between the network system and the degree of damage and other parameters is found, and the bifurcation point and the state characteristics of the system are clarified; together with the bifurcation curve, the oscillation region on the two-parameter bifurcation diagram can be determined. Numerical analysis showed that the different response patterns of the cells under UV and IR radiation were closely related to the strength of the positive feedbacks and negative feedbacks [34] on ATM, indicating that dephosphorylation of Wip1 is a critical part of the network and its presence increases the regulatory pathway. The computational results show that the negative feedback of p53-Mdm2 is fundamental to the oscillations of the p53 network, while other feedbacks have a regulatory effect on the p53 oscillations and can maintain the stability of the oscillations. In conclusion, the model demonstrates that the p53 oscillations occur as a result of the coupling and compromise between NFL and PFL/NFL in close proximity to each other. In contrast to the conclusions of other models, we believe that the antagonistic strengths acting on different components of the same loop need to be of the same magnitude, and the strengths of the coupled positive and negative feedbacks in different loops need to be matched, and the formation of a competitive relationship between the coupled double negative feedbacks needs to be coordinated.
2 MODEL AND METHODS
2.1 Model
2.1.1 The p53 core network model
Based on previous studies [15, 16, 24, 29], we constructed a simplified model containing the core components associated with p53 oscillations, as shown in Figure 1. The model takes into account the action of ionizing radiation (IR) or DNA damage agents [35] (e.g., etoposide). The DNA double strand break (DSB) occurs and DNA repair proteins are then recruited to repair the damage. At the same time, rapid autophosphorylation of ATM is induced in cells [36], causing the conversion of ATM dimers (ATM2) into active phosphorylated ATM monomers (ATMp) [36, 37]. ATMp further phosphorylates p53 and Mdm2, accelerates the degradation of nuclear Mdm2, and enhances the stability and transcriptional activity of p53 [37]. In non-stressed cells, p53 remains at a low level due to the negative regulation of the E3 ubiquitin ligase Mdm2. However, the p53 protein concentration can be maintained at high levels at this time. Phosphorylation of p53 (p53p) induces the production of Mdm2 and Wip1 [19], while Wip1 dephosphorylates p53 and ATMp. In the abstract, there are two negative feedbacks and one positive feedback in the model. Practical experiments have shown that p53 oscillations can last for a long time [23]. Considering that DNA damage repair may be defective in some cells, the repair process is not added to the model and the initial number of DNA damages is used as input.
[image: Figure 1]FIGURE 1 | Schematic diagram of the p53 protein network model. After irradiation, DNA damage activates ATM, which can phosphorylate and accelerate the degradation of nuclear Mdm2, thereby stabilizing and activating p53 phosphorylation. Then, p53 will induce the production of Mdm2 and Wip1, while Wip1 can dephosphorylate ATM and p53 in turn. The symbol Φ represents the degradation process.
2.1.2 Deterministic equations
The dynamics of the model is described by a system of ordinary differential equations (ODES). The kinetic equations for ATM activation are as follows.
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Where, [−] represents the concentration of the component, the function H+(A,B) is defined as A/(A+ B). It has been shown that the total amount of ATM does not change much after IR [19], so [ATM]tot = [ATM] + [ATMp] + 2 [ATM2] is a constant in the model. The binding and dissociation reactions of proteins in the model are described by the law of mass action, while the enzymatic reactions are characterized by Michaelis-Menten kinetics (MM). In undamaged cells, ATM appears as dimers or oligomers. And the ATM dimer can spontaneously polymerize or dissociate into inactive monomers, of which the reaction intensity is reflected by kdim and kudim correspondingly. After DNA damage, ATM dimmers are recruited to the damaged DNA and the ATM autophosphorylation [20] will be accelerated, involving the basal activation and the DNA damages induced activation, of which the strengths are represented by kbasal and kacatm respectively. The process is summarized by the first and third term on the righ-hand side of Eq. 2, where Ndsb represents the amount of DNA damage.
The p53-related kinetics include the basic transcriptional, translational, phosphorylation and reversible phosphorylation processes, as described below.
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The Mdm2-related dynamics are stated as follows:
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For Mdm2, the model considers Mdm2 in two forms: intracytoplasmic Mdm2 (Mdm2c) and intra-nuclear Mdm2 (Mdm2n). And the p53 transcription of mdm2m is characterized by the Hill function with the form of H+,n (A,B) defined as An/(An + Bn), where n indicating the degree of synergy. The nuclear input and output Mdm2 are expressed as linear terms of the rate constant, respectively.
Similarly, the kinetic behavior of Wip1 is described by the following equation, and the transcription of Wip1 by p53 is portrayed by the Hill equation.
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The unit of time is minute, while concentrations are divided by some certain standard concentrations, thus being dimensionless. And, all the parameters are listed in Table 1.
TABLE 1 | Default values of parameters.
[image: Table 1]2.2 Material and methods
p53 related network in cell lines has rich dynamics with non-linear characteristics, and the bifurcation analysis method is an effective means to probe the reason for such non-linear dynamics behaviors of cells. When the parameters of the system change, the system will undergo sudden changes, such as the transformations from stable to unstable state, the appearance of limit cycle, chaos, and so on. These changes can be called bifurcations. As a typical non-linear system model, p53 core network model has rich and complex dynamics, associating with many types of bifurcation. For example, when the protein is activated, its expression can change from a low level to a stable high level, corresponding to Saddle-Node bifurcation. If stimulated by the external signal, the protein concentration in the cell can transform from a stable equilibrium state to a limit cycle oscillation, suggesting the Hopf bifurcation. Thus, the parameters in the p53 network model can affect the non-linear dynamics greatly. To reveal the principle of how to regulate the p53 network, it is meaningful to make the bifurcation analysis.
For bifurcation analysis, such software as Oscill8 [38] and MatCont [39] are commonly used to draw the trajectory diagram of the variables when the parameters change. In this study, the Oscill8 software is introduced to make one or two parameter bifurcation analysis, while MatCont is used to check the two parameter bifurcation analysis results. In the bifurcation analysis diagrams, this study only shows the results in the case of positive values, such as the reaction rates and protein levels, and discards the negative results, although they are mathematically meaningful.
Given a fixed parameter of external inputs in the model, the time series can be obtained. With the method of peak detection, the amplitude and period can be calculated. Comparing with the Fourier transformation, the oscillation period can be quite accurate. In numerical calculation of the differential equations, the Runge-Kutta method is introduced with a time step of 0.001 s [40].
3 RESULTS
In this part, we first obtain the typical time series diagram and one-dimensional parameter bifurcation diagram of the network system, and prove the existence of stable limit cycle oscillation in the system through the phase trajectory. We found that the DNA damage caused by pressure plays an important role in regulating the oscillation. Then, we found the importance of Wip1 dephosphorylation on the network. The one-dimensional and two-dimensional parametric bifurcation diagrams clearly show the complex characteristics of system dynamics. Meanwhile, the possible reasons for the oscillation phenomenon observed in the experiment are also analyzed. We found that in the complex coupled network model, especially in the coupled NFLs model, DNA damage shows a bottleneck-like effect on the oscillatory parameter regions. Finally, by means of biochemical reaction dynamics, we examined the influence of double negative coupling competition effect on oscillation.
3.1 General overview of p53 dynamics
Considering the above model, the level of DNA damage was investigated firstly. Calculations show that in the absence of damage, i.e., Ndsb = 0, the system is in a stable steady state with a low p53 expression level. When Ndsb = 8, the system will goes across the Hopf Bifurcation (HB) (Figure 2A). When Ndsb > 8, the system destabilizes and then exhibits stable limit cycle oscillations. That means the fixed point of the high-dimensional system changes from a stable focus to an unstable focus surrounded by the limit cycle. The amplitude of the p53 protein increases with the Ndsb value, accompanied by a decrease in the period as seen in Figure 2B. In particular, for Ndsb = 175 (about 5 Gy IR dose), the period of oscillation was 315 min (5.3 h) (Figure 3), which is in good agreement with the experimental results [18, 23]. Here, a slight DNA damage can cause p53 oscillation, mainly due to the rapid activation of ATM. But, if Ndsb is quite small, the positive feedback effect on ATM will be too weak, and a long time is needed for the other components of the network to receive and respond to the stimulus signal, which brings an obvious long time delay, thus generating a larger oscillation period. On the contrary, a higher Ndsb can bring about high frequency and low amplitude oscillations. Especially, the flat period range is quite wide with larger Ndsb values, showing the high occurring probability of stable oscillation.
[image: Figure 2]FIGURE 2 | Deterministic analysis of the model. (A) The bifurcation diagram of total p53 concentration with Ndsb, the black solid line and dotted line represent stable and unstable states respectively, the solid circle represents the HB point, and the blue curve represents the maximum and minimum of [p53] in the limit cycle. (B) The change of [p53] with Ndsb. Here [p53] = [p53u]+[p53p].
[image: Figure 3]FIGURE 3 | Time evolutions of [ATMp], [p53p], [Mdm2n], [Wip1] with Ndsb = 175.
3.2 Bifurcation analysis of the negative feedback strength
The classical pathway for the negative regulation of p53 by Wip1 is the dephosphorylation of ATM at the Ser1981 site [18, 19], which corresponds to the parameter kdeatmwip. That is, the value of kdeatmwip affects the strength of the ATM-p53-Wip1 negative feedback loop. In order to explore the influence of this parameter on the network system, the value of kdeatmwip was changed independently. The results show that this parameter exerts great influence on the system state. For example, if kdeatmwip is taken as 0.05, 0.3 and 0.62 respectively, the state of the system variable changes significantly. As shown in the Figure 4, the time series of [p53p] can show stable high level, periodic oscillation state and stable low level changes respectively. Here, the parameter Ndsb = 175.
[image: Figure 4]FIGURE 4 | Time evolutions of [p53p], with different kdeatmwip. From top to down, kdeatmwip = 0.05, 0.3, 0.62 respectively. The parameter Ndsb = 175.
Next, in order to obtain a more comprehensive understanding, the one-dimensional parameter bifurcation diagram of the system is calculated by changing the value of Ndsb. The calculation results show that the system state changes greatly with Ndsb. Regardless of the global solution in mathematics, the case of Ndsb > 0 is considered here. It is found that the system can present two forms of solutions: steady-state solution or oscillatory solution. Taking different values of kdeatmwip, the bifurcation diagram changes obviously, as shown in Figure 5. This shows the potential ability of parameter kdeatmwip in regulating cell state under different IR doses.
[image: Figure 5]FIGURE 5 | The bifurcation diagram of [p53p] with Ndsb, the black solid line and dotted line represent stable and unstable states respectively, the symbol ‘HB’ represents the Hopf bifurcation point, and the symbol ‘SN’ represents the Saddle-Node bifurcation point. From top to down, kdeatmwip = 0.04, 0.15, 0.40, 0.63 respectively. The parameter Ndsb = 175.
Furthermore, the regulation of parameter kdeatmwip on the system state been focused. After numerical analysis, the equilibrium state of [p53p] was obtained in relation to the variation of the parameter kdeatmwip, i.e., Figure 6. On the bifurcation diagram, three bifurcation points can be observed sequentially with increasing kdeatmwip: Hopf bifurcation point (HB), Saddle Node bifurcation point (SN) and Saddle Node Homoclinic bifurcation point (SNIC), same as the results in model [25]. The line between HB and SN is the unstable focus and saddle point, the line between SN and SNIC is the unstable saddle point, while the line outside HB and SNIC represents the stable point of the system. What is interesting is that a stable limit cycle can be found in the system, which is located between HB and SNIC, where stable periodic oscillations will occur. Here the [p53p] concentrations changes differently. For example, when Ndsb = 175, the bifurcation diagram shows that the parameter kdeatmwip is in the (0, HB) interval and the negative feedback strength is relatively weak, [p53p] is in the high state; the parameter kdeatmwip is in the (SNIC, + ∞) interval and the negative feedback strength is relatively high, [p53p] is in the low steady state; the parameter kdeatmwip is in the (HB, SNIC) interval and the negative feedback strength is relatively weak [p53p] is in the changeable steady state. The parameter kdeatmwip was in the (HB, SNIC) interval and produced stable non-decaying periodic oscillations. This indicates that Wip1-mediated negative feedback is important for p53 oscillations, which is consistent with the article [24]. Under different value of Ndsb, for instance Ndsb = 10, 35, 175, 350, the patterns of bifurcation diagrams vary greatly. This shows that kdeatmwip and Ndsb can affect the system together.
[image: Figure 6]FIGURE 6 | The bifurcation diagram of [p53p] with kdeatmwip, the black solid line and dotted line represent stable and unstable states respectively, the symbol ‘HB’ represents the Hopf bifurcation point, the symbol ‘SN’ represents the Saddle-Node bifurcation point, and the symbol ‘SNIC’ represents the Saddle Node Homoclinic bifurcation point. (A) From left to right, Ndsb = 10 and 35 respectively. (B) From left to right, Ndsb = 175 and 350 respectively. Either in (A) or (B), the same ordinate system is used for the left and right graphs.
Here, the synergistic effect of positive and negative feedback is responsible for this change on the bifurcation diagram. When kdeatmwip is very small, the positive feedback effect on ATM will be quite strong, which can make ATM activated quickly. As the phosphorylation of p53 is mainly dominated by ATM, thus p53 can rise to a high level quickly, even Ndsb is quite small. So there is no oscillation. Next, when kdeatmwip increases, the positive feedback effect on ATM is weakened, and the negative feedback effect is strengthened, thus the periodic oscillation appears. The kdeatmwip value continues to rise, the positive feedback effect on ATM is weakened too, and the level of p53 rises slowly with Ndsb. As the oscillation needs a proper range of [p53p], so the HB moves right at the Ndsb axis in Figure 5. If kdeatmwip value is very large, the positive feedback effect on ATM will be seriously weakened. So, given a quite large Ndsb value can ATM starts to activate and the periodic oscillation begins appear. Meanwhile, with the increasing Ndsb value, the equilibrium point of the system may changes from the stable node towards an unstable focus, thus evolving into the SNIC.
The changes of oscillation period can also be obtained with different parameters of kdeatmwip, which shows a same trend: first is rapid increasing, following with a flat platform and final is rapid increasing (seen in Figure 7). Without losing generality, we select a flat period region with up limit of 332.5 min, and determine the kdeatmwip region for oscillation, where a wide range can be seen for high Ndsb values. Especially, they are kdeatmwip = 0.445 and 0.5273 with Ndsb = 175 and 350 respectively. The flat period region means the period value can be observed in the experiment with high probability. For relevant cell experiments, that means a suitable negative feedback strength should be required for a realistic and stable oscillation period.
[image: Figure 7]FIGURE 7 | The dependence of period on the parameter kdeatmwip with different Ndsb. From left to right, Ndsb = 10, 35, 175, 350 respectively. The horizontal dots line denotes the period of 332.5 min. The vertical dots lines indicate kdeatmwip = 0.4445, 0.5273 respectively.
The above results were obtained only for Ndsb = 10, 35, 175, 350, but practical experiments [18] indicate that periodic oscillations of p53 can be detected when the iron-radiation dose exceeds a certain threshold, i.e., when the amount of DNA damage is greater than a certain value. A more complete understanding can be obtained by the distribution of network states on a two-dimensional parameter plane. Taking the kdeatmwip-Ndsb two-dimensional parameter space as an example, the relevant bifurcation curves were obtained in Figure 8. In this two-dimensional parameter space there are three states: stable steady state I, stable oscillatory state II and excitable state III. Among them, excitable state III can only be found if kdeatmwip and Ndsb are above a certain value (0.5246, 80). The results in Figure 8 also show that only if the strength of kdeatmwip is appropriate can stable p53 oscillation will appear. If kdeatmwip is too low or close to zero, there is no oscillatory state II, which is consistent with the experimental phenomenon in UV-irradiated cells [18], where the Wip1-ATM pathway is not activated. The results in Figure 8 may also provide some theoretical explanation for the experiments of Chen et al [35]. Namely that the strength of kdeatmwip in cells is in a specific range and that p53 oscillations can only occur when the dose of etoposide (amount of DNA damage) is moderate.
[image: Figure 8]FIGURE 8 | The two-parameter bifurcation with respect to kdeatmwip and Ndsb. The symbols ‘I’,‘II’ and ‘III’ represent monostable state, oscillation state and excited state respectively. The vertical dots line indicates kdeatmwip = 0.5246.
3.3 Self-antagonism of the ATM-p53-Wip1 NFL
The above results mainly reflect the situation in the ATM-p53-Wip1 negative feedback loop after changing the strength of a single feedback. In the actual cellular setting, there may be other antagonistic effects in the same loop that are worth considering. For example, in this model the dephosphorylation of Ser1981 by Wip1 on ATM and the phosphorylation of Ser15 by ATM on p53 [41]. In this model, the parameter kacp531 is used to represent the strength of ATM phosphorylation on p53. Numerical analysis yielded the equilibrium state of [p53p] in relation to the parameter kdeatmwip, i.e., in Figure 9. When kacp531 = 0.08, with Ndsb = 175 the bifurcation diagrams are consistent with Figure 6. But, when kacp531 = 0.2, only two Hopf bifurcation points can be observed as kdeatmwip increases, indicating a sudden change in the equilibrium state of the system. As the parameter kdeatmwip increases, the period exerts the same tends as in Figure 7 when Ndsb = 175.
[image: Figure 9]FIGURE 9 | Influences of the ATM regulated p53 phosphorylation on the network dynamics with different strengths. (A) One parameter bifurcation diagram of [p53p] on the parameter kdeatmwip. From left to right, kacp531 = 0.08 and 0.20 respectively. The schematic diagram shows the relationship between the period and the parameters kdeatmwip. (B) The two-parameter bifurcation with respect to kdeatmwip and kacp531. The symbols ‘I’, ‘II’ and ‘III’ represent monostable state, oscillation state and excited state respectively. From left to right, Ndsb = 50 and 175 respectively. Either in A or B, the same ordinate system is used for the left and right graphs.
The above changes can be interpreted from the relevant dynamics in detail. When the parameter kdeatmwip is in the range (0,HB), indicating relative low negative feedback strength, which may benefit the high level of p53 phosphorylation, thus there is only stable equilibrium state. On contrary, when kdeatmwip is in the range (SNIC, +∞) (kacp531 = 0.08) or the range (HB, +∞) (kacp531 = 0.2), the p53 phosphorylation will be suppressed, the system will also go to stable equilibrium state. Only when kdeatmwip is in the range (HB, SNIC) or (HB, HB), the stable oscillation can appears. This may indicate the importance of the appropriate feedback strength for p53 oscillation. And the emergence of SNIC when kacp531 = 0.08 suggests that the antagonism increases the complexity of the same feedback loop. When kacp531 = 0.2, the kdeatmwip range for p53 oscillation becomes larger, suggesting that the increased phosphorylation on p53 at Ser15 may contribute to the arise of stable oscillatory states. It is worth nothing to mention that, due to the nonlinear synergistic effect, with a higher phosphorylation strength on p53, the a stable limit loop will surround an unstable focus instead of unstable node, which causes the change from SNIC to HB, as in Figure 9A.
Furthermore, a more clear understanding can be obtained by two-dimensional bifurcation diagram. Within different DNA damage, the kdeatmwip-kacp531 bifurcation diagram can be obtained by extending each bifurcation point, i.e., Figure 9B. For Ndsb = 50, the system oscillation state II corresponds to a smaller value of kdeatmwip and a larger range of kacp531 values, indicating that the amount of Ser15 phosphorylation of p53 is important, i.e., a stable periodic oscillation can also be maintained by weak Ser15 phosphorylation of p53. At Ndsb = 175, the parameter range of systemic oscillation state II was relatively broadened, indicating a high correlation between the amount of DNA damage and the stable oscillation state. Comparing the above results, a more plausible explanation is that DNA damage acts directly on ATM, and ATM can phosphorylate p53, as DNA damage amplifies the signal through positive feedback from ATM, which facilitating the emergence of oscillations, in consist with the findings in the study [25, 31, 32, 42]. These founds also indicate the need of coordinated mutual antagonism in the same feedback loop in order to maintain stable periodic oscillations.
3.4 Synergies of coupled PFL and NFL
Different from the above discussion in the same feedback loop, we further analyzed a pair of opposite effect on the same protein, e.g., the phosphorylation and dephosphorylation on ATM. In this model, the ATM autophosphorylation is considered, different from the phosphorylation of Mdm2 at Ser395 [25], as in research it is confirmed that ATM autophosphorylation happens more often, which can accelerate the ATM activation to a higher level quickly [36], forming a PFL. To test whether DNA damage amplifies the signal through ATM’s PFL more conducive to oscillations, we make a test by comparison. Generally, in coupled PFL and NFL, oscillation is dominated by NFL, and PFL exerts a gain effect on NFL [32]. In this model, p53-Wip1-ATM and p53-Mdm2 NFLs coexist. Numerical analysis shows that the value range of the oscillation parameter kdeatmwip of the system becomes wider by increasing of the positive feedback strength parameter kacatm, as shown in Figure 10. Although the value of kacatm is zero representing no phosphorylation on p53, the oscillation range can also be found with proper kdeatmwip values, indicating that the oscillation is dominated by p53-Mdm2 loop. In the two-parameter bifurcation diagram, the oscillable kdeatmwip interval widens with the increase of kacatm, indicating that the increase of positive feedback amplifies the signal and is conducive to p53 oscillation.
[image: Figure 10]FIGURE 10 | The two-parameter bifurcation with respect to kdeatmwip and kacatm. The symbols ‘I’,‘II’, and ‘III’ represent monostable state, oscillation state and excited state respectively. (A) From left to right, Ndsb = 10,35 respectively. (B) From left to right, Ndsb = 175, 350 respectively. Either in A or B, the same ordinate system is used for the left and right graphs.
The more damage, the more oscillating region will appear in the system, as well as the excitable state III. The possible reason is that DNA damage directly acts on substrate ATM, which changes the positive feedback intensity of ATM. The change of positive feedback strength leads to the change of equilibrium property of the system, causing the change of system state. That means the positive feedback increases the complexity of system state. Since the appearance of the oscillating state requires a specific range of positive and negative feedback intensity, it also indicates that the oscillation is the result of the coordination of positive and negative feedback. General research models also confirm [31, 32, 42] that the network model coupled with PFLs and NFLs has better robustness and better response in the p53 network.
3.5 Bottleneck like effect of p53-Wip1-ATM and p53-Mdm2 NFLs
Further, in addition to the coupled PFL and NFL in a single loop discussed above, there are also coupled NFLs in this system, deserving much attentions. For example, the negative feedback collaboration between p53-Wip1-ATM and p53-Mdm2. Here, we first paid special attention to the degradation of intranuclear Mdm2 regulated by phosphorylated ATM, which essentially constitutes a nested ATM-Mdm2-p53-Wip1 NFL that partially overlaps with the pathway of the p53-Wip1-ATM and p53-Mdm2 NFL. In contrast to the previous use of the Mdm2 inhibitor Nutlin-3 to activate the p53 signaling pathway [43], here, regulating the coupled NFLs to achieve state transition can be a new try. In this model, the strength of Mdmn degradation by ATM is reflected in the key parameter kdmdm2n1. Within different conditions, the 1-D bifurcation diagrams of kdmdm2n1 can be obtained. As shown in Figure 11A, the parameter range of the scalable kdmdm2n1 was found to change significantly after fixing the intensity of dephosphorylation of ATM by Wip1, and the corresponding oscillation period varied in the same trend with kdmdm2n1. The scalable kdmdm2n1 range was larger for smaller values of kdeatmwip (kdeatmwip = 0.15) and smaller for larger kdeatmwip (kdeatmwip = 0.24), indicating their mutually exclusive nature. Thus, the competitive involution may cause the limitation of oscillation, showing a bottleneck like effect on Ndsb. In the kdeatmwip-kdmdm2n1 two dimensional bifurcation diagrams, this effect was very obvious. For different Ndsb, e.g., Ndsb = 50 and 175 respectively, oscillation regions tending to be concave towards the origin, as in Figure 11B. This change in the oscillable parameter region reflects the competing effects of the two NFLs. The scalable parameter region is different, indicating that the amount of DNA damage dominates the neck of p53 oscillation.
[image: Figure 11]FIGURE 11 | Influences of the ATM regulated Mdm2n degradation on the network dynamics with different strengths. (A) One parameter bifurcation diagram of [p53] on the parameter kdmdm2n1. From left to right, kdeatmwip = 0.15 and 0.24 respectively. The schematic diagram shows the relationship between the period and the parameters kdmdm2n1. (B) The two-parameter bifurcation with respect to kdeatmwip and kdmdm2n1. The symbols ‘I’,‘II’ and ‘III’ represent monostable state, oscillation state and excited state respectively. From left to right, Ndsb = 50 amd 175 respectively. Either in A or B, the same ordinate system is used for the left and right graphs.
This bottleneck like effect is most likely due to the fact that ATM-promoted degradation of Mdm2, in which larger values of kdmdm2n1 implying higher levels of p53, when the system is prone to oscillation or instability. The higher dephosphorylation on ATM tends to disrupt the equilibrium, thus lowering the p53 expression and making the system monostable, also the lower dephosphorylation intensity on ATM tends to raise the p53 expression and make the system tends to the other extreme. Only when the two are coordinated can stable oscillations be generated. For Ndsb = 50, the oscillatory region in the two dimensional bifurcation diagram has no intersection with either axis, indicating that the p53-Mdm2 pathway and the p53-Wip1-ATM pathway are equally important for oscillations. So, this nested coupling of the dual NFls constrains each other and creates a competitive effect, limiting the scale of the parameters region.
3.6 Theoretical analysis
In this subsection, we further conduct a theoretical analysis on the above results, aim at revealing the underlying physical mechanism. As far as we know, such feedback loops as coupled PFL and NFL have been widely studied in the literature. Here, we are more concerned with the special pathway of coupled NFLs. By simplifying the biochemical reaction process between different proteins, we obtained the abstract structural diagram of p53 core network, as shown in Figure 12.
[image: Figure 12]FIGURE 12 | Simplified system network structure diagram. N represents the DNA damage number.
For such a simplified network model, we can infer that its responding capacity for stress signals depends on the short board in the signaling pathway, e.g., the node with the weakest interaction ability, reflecting as the bottleneck effect on strength. Assuming that each node protein in the network can equally participate in the reaction, the core node protein, as the busiest one, is easier to become a short board. In this coupled NFLs model, considering the reaction process that p53 actually participates in, we introduced anti-competitive inhibition dynamics to analogize the related dynamics. The mechanism of anti-competitive inhibition can be expressed as,
[image: image]
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where, W,P and M can represents Wip1, p53 and Mdm2 respectively.
Based on the steady-state assumption, the following equations can be listed:
[image: image]
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After integration, one can get
[image: image]
where,
[image: image]
Here, [image: image] is the apparent Michaelis constant in the presence of inhibitors, KM is the dissociation constant of inhibitor, rmax is the maximum initial rate without inhibitor, and Km is the apparent Michaelis constant without inhibitors. It can be seen from the Eq. 15 that when [M] increases or KM decreases, [image: image] will increase, thereby inhibiting the decline of substrate P reaction rate. The relationship between reaction rate rPM and substrate concentration P is shown in Figure 13. It can be seen that with the increasing substrate concentration [P], the degree of competitive inhibition will decrease, but it will gradually show a saturated state.
[image: Figure 13]FIGURE 13 | The dependence of rPM on [P] under anti-competitive inhibition. Without losing generality, Km = 0.5, rmax = 1.0, KM = 0.5 and [M] = 1.0. So, [image: image], [image: image].
In order to reflect the inhibition degree of the inhibitor on the reaction, we define a physical quantity: i,
[image: image]
where, rP = rmax [P]/(Km + [P]) is the production rate of P′ without inhibitor.
For this model, it has
[image: image]
So, from the Eq. 18 it can be inferred that the inhibition degree of inhibitors can be reduced by increasing [P] and the competitive oscillations can be mitigated. But increasing [P] can only alleviate the inhibition in a certain range. As, given larger [P] the oscillation will be destroyed. Through comparison, it can be seen that without the inhibitor [M], the NFL of AMT-p53-Wip1 can run well, e.g., the oscillation of a single negative feedback loop network seems to have more control advantages, but the disadvantages are also obvious: poor robustness. Therefore, we suggest that adding multiple positive feedback pathways to this p53 network may be a better choice.
4 DISCUSSION
Classical theories suggest that multiple NFLs in the cell network combined with time delays in such process as gene transcription, protein translation and protein entry or exit from the nucleus, are the main causes of oscillations in the p53 protein network [21]. And it also demonstrated that positive feedback regulates the gain of negative feedback, which can be used to regulate this present model. In contrast to the positive feedback between p53 and Mdm2 mentioned in the article [25], the positive feedback in this model comes from the phosphorylation of ATM. The positive feedback of ATM up-regulates the p53-Mdm2 negative feedback loop, thus facilitating the threshold effect on the amount of DNA damage. The coupled positive-negative or negative-negative feedback enriches the kinetic behavior of the p53 protein network. What’s more, the bottleneck effect caused by coupled NFLs firstly proposed by us in this model is still deserves further attention. Whether this effect only appears in p53 network or in other networks needs further confirmation. It is undeniable that the appearance of this coupled NFLs motif limits the overall response range, and new methods need to be considered for improvement, as it is still an effective way in clinical medicine to achieve tumor inhibition by regulating p53 network and related components [44, 45]. In any case, the understanding from the details of this model can be more generalizable for other network models with feedback loops. In addition, it is worth nothing that the system of ordinary differential equations and the Hill function in the deterministic model can only characterize the statistical behaviour of proteins in subcellular levels. To achieve more, molecular-level modelling is required, as well as the corresponding molecular dynamics methods. What’s more, from an abstract perspective, p53 network consists of nodes, edges, and typical topological motifs, which can form a small scale-free network. Stimulated by the external signals, the self-dynamics and interaction dynamics of p53 network will change accordingly, reflecting the adaptability of cells. Understanding the spatiotemporal signal propagation [46–48] in this network with perturbations ideas may bring some inspiration.
5 CONCLUSION
In summary, this paper focuses on the dephosphorylation of ATM by Wip1 and discusses the this modification process on ATM, p53 and Mdm2, as well as the p53 oscillation phenomenon in detail. After constructing a mathematical model of the p53 protein network in accordance with the classical understanding, we investigated the regulation of p53 network oscillations by Wip1 dephosphorylation on ATM using the ordinary differential equations as the main concern for parametric bifurcation analysis. The results showed that: 1) the Wip1-ATM-p53 loop, where Wip1 dephosphorylation and p53 phosphorylation can form an internal mutual antagonism, is necessary to maintain stable limit cycle oscillations. And the different intensity of Wip1 dephosphorylation can provide a partial explanation for the response of p53 protein under UV or IR radiation; 2) the PFL of ATM autophosphorylation is coupled with the Wip1-ATM-p53 NFL, which can increase the gain of the NFL [32], ensuring robust oscillations; 3) the p53-Wip1-ATM loop and the p53-Mdm2 loop can form a coupled double NFL, which resists each other and suppresses the expansion of the oscillable parameter region, creating an Bottleneck-like effect. In order to alleviate this constraint, we suggest adding a positive feedback signal pathway to achieve better oscillation stability. Overall, this paper shows that either antagonism of the same loop or coupling of different loops can regulate the p53 network, and that periodic oscillations are the result of the coordination of various strengths in the structure of the coupled network. This conclusion has implications for other network models where oscillations occur. In addition, the downstream related genes and proteins of the p53 protein network are closely related to cell cycle, apoptosis and cellular senescence [13], is worth further analysis. It is also hoped that the results of this study will provide a useful reference for researches on related cellular diseases.
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