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When plasma is in direct contact with liquid, an exchange of mass and heat

between the two media occurs, manifested in multiple physical processes such

as vaporization and multiphase heat transfer. These phenomena significantly

influence the conditions at the plasma–liquid interface and interfere with other

processes such as the multiphase transport of reactive species across the

interface. In this work, an experimentally validated computational model was

developed and used to quantify mass and energy exchange processes at a

plasma–liquid interface. On the liquid side of the interface, it was shown that a

thin film of liquid exists where the temperature is approximately three times

higher than the bulk temperature, extending to a depth of 10 μm. As the depth

increased, a strongly nonlinear decrease in the temperature was encountered.

On the plasma side of the interface, plasma heating caused background gas

rarefaction, resulting in a 15% reduction in gas density compared to ambient

conditions. The combined effect of gas rarefaction and liquid heating promoted

vaporization, which increased liquid vapor density in the plasma phase. When

water is the treated liquid, it is shown that water vapor constitutes up to 30% of

the total gas composition in the region up to 0.1 mm from the interface, with

this percentage approaching 70–80% of the total gas composition when the

water’s temperature reaches its boiling point.
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1 Introduction

In multiple atmospheric pressure discharge configurations where plasma is used to

treat liquids, whether for medical, agricultural, or environmental applications, a

plasma–liquid interface exists [1–3]. Common examples of these configurations

include pin-to-water discharges, falling film reactors, and droplet reactors [4–6]. A

common feature among all of these configurations is the noticeable heating of the

treated liquid, where it has been reported in multiple works that the liquid temperature is

increased significantly due to treatment by the plasma [7–10]. For example, Hoeben et al.

operated an arc discharge using a pin-to-water configuration to activate water, where they
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reported that the temperature of a 50-ml water sample reaches

54°C within minutes of operation at a discharge power of 100W7.

Judée et al. used an array of pins embedded in dielectric tubes to

treat a sample of water, operating at a power much lower than

that used by Hoeben [8]. They reported an increase in the water’s

temperature by approximately 8° after 25 min of treatment.

Another similar experiment was reported by El Shaer et al.,

who reported a temperature increase of the water sample treated

with plasma by 10°C, operating at a fewWatts of power using the

pin–water configuration [9]. They studied the influence of long

plasma exposure time on temperature and reported that steady

state temperature was reached after 60 min of treatment in their

settings. Medvecká et al. used diffuse coplanar surface barrier

discharge to activate water-covered allspice. They reported the

samples’ temperature increased to 50°C approximately after 300 s

of exposure to the plasma at 400 W discharge power [10].

Lindsay et al. constructed a numerical model describing heat

transfer and fluid flow in a pulsed air jet discharge configuration

[11]. They assumed the gas is already heated and is flowing at a

certain velocity as it enters the jet, thus treating the plasma

implicitly, where they reported a decrease by 10°C between the

gas and liquid sides of the interface. In general, plasma treatment

of water causes a modest increase in its temperature. However,

considering that most of these studies report on the average

temperature of the treated sample, the reported temperatures

provide no information on the spatial distribution of

temperature, suggesting the possibility that parts of the liquid

may be at a much higher temperature than the average.

Spectroscopic analysis of the plasma operating at atmospheric

pressure has shown that the gas temperature in the plasma channel,

created by streamers, is in the order of 1,000–2000 K for pin-to-plate

discharges whether operating in air or nitrogen with oxygen and

water admixtures [12–14], which inevitably leads to heat transfer

from the plasma to the liquid causing it to heat. An increase in the

temperature of the liquid affects multiple physical and chemical

processes. For example, the solubility of gaseous species in water,

represented by Henry coefficients, decreases as its temperature

increases for most species. Specific examples of such species

include O3 and H2O2, as their Henry’s coefficients drop to 30%

and 1% of its values at room temperature when the water is close to

the boiling point, respectively [15]. Another temperature-dependent

process is chemical reactions in the aqueous phase, where it was

reported that an increase in the water temperature causes a

nonmonotonic variation in the concentration of H2O2 and NO2
−

under indirect plasma exposure [16]. The third process is water

vaporization, where it has been shown in multiple studies that the

concentration of water vapor in the plasma has a significant impact

on the plasma’s characteristics [17–19]. These processes and many

more emphasize the significant influence of temperature on the

dynamics of the discharge and the treated liquids.

While multiple studies examined the spatial distribution of

temperature in discharge configurations common for activating

water [13, 20–23], very few focused on the temperature

distribution in the liquid phase and its consequences on the

gas phase, which is the focus of this work. To conduct this

analysis, a numerical model developed in an earlier work of the

group was upgraded to account for heat transfer and water

vaporization at the plasma–liquid interface [24]. To validate

the model from a heat transfer aspect, a simple experimental

setup was built to collect the data needed for the validation based

on spatially averaged measurements.

2 Experimental setup

The experimental setup was a simple pin-to-water discharge

configuration operating in air. The driven electrode was a pin

made of tungsten with a diameter of 1 mm. The pin was mounted

vertically above a Petri dish filled with 40 ml of tap water

(0.23 mS cm−1 conductivity), leaving a gap of 4 mm between

the tip of the electrode and the surface of the water. The discharge

was driven by a homemade power supply consisting of a voltage

amplifier connected to a transformer that was connected to the

driven electrode. The output of the power supply was a sinusoidal

waveform with a peak amplitude of 3.5 kV and a frequency of

22 kHz. The discharge was driven at three operating powers,

namely, 10 W, 15 W, and 20W. The operating power was

measured using a high-resolution oscilloscope (Tektronix

DPO 5054), which displayed the product of the voltage

measured at the pin electrode using a voltage probe

(Tektronix P6015A) and the drawn current in the circuit

measured using a current probe (Pearson 2877), also at the

pin electrode. It should be noted here that the measured

power at this point (referred to as the operating power)

includes the time-averaged discharge power and the power

dissipated in the liquid phase. During the treatment, the

applied voltage was adjusted in real time to maintain a

constant operating power for the three investigated cases. The

ground was a thin copper strip fixed to the side wall of the Petri

dish. The experimental configurations and the computational

domain of the model are shown in Figure 1. While the

computation domain assumes an axisymmetric ground

electrode (ring-like electrode), in contrast with the

experimental configuration, this assumption has minimal

impact on the results as most of the effects discussed in this

work occur at the contact point between the plasma and the

liquid far from the edges of the Petri dish, where this difference is

encountered.

For the three operating powers, the temperature of the

treated water was recorded as a function of time at four

points. Three points were on the surface of the water, while

the fourth point was in the bulk of the water. The temperature of

three out of the four points was measured using an infrared

camera (FLIR E76 24°). The standoff distance of the camera was

approximately 20 cm, which was enough to ensure that the

resolution of the camera and the standoff distance had no
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influence on the measurements, as verified by having a reference

temperature imaged at different standoff distances. The fourth

point was measured using a type K thermocouple submerged in

water and fixed at the center of the Petri dish. To prevent electric

current from flowing into the thermocouple it was covered with a

thermal paste, which served as an insulator for the current and as

a conductor of heat, ensuring that the temperature recorded by

the thermocouple was close to that of the bulk water. The four

measurements were then averaged, and their standard deviation

was computed. It was found that the standard deviation of the

four measurements did not exceed 5% of the average

temperature, indicating the consistency of the measurements.

3 Numerical model

The numerical model used in this study was the same as that

reported in a previous work by the authors [24]. For brevity, a

summary of the model description is given here while the

upgrade of the model is discussed in detail. The model was

defined in a two-dimensional axially symmetry domain

describing a pin-to-water discharge configuration. It consisted

of two components, an electric component and a mechanical

component. The electric component described the plasma

discharge between the pin and the surface of the water. It was

a standard multifluid model that solved for the densities of N2
+,

O2
+, and O2

−, electrons and electron energy density in addition to

the electric potential in both phases. The choice of these specific

species and the chemical kinetics associated with them was based

on the findings of an earlier work of the authors [25], which

identified the dominant charged species and their chemical

pathways in a typical air plasma discharge. The electric

component also solved for current conduction in the liquid

phase. The electric component was solved for a single period

of the waveform used in experiments. Considering that this type

of discharge causes loading of the power supply, the applied

voltage waveform used in the model was taken from experiments

after averaging over multiple periods. The applied voltage

waveform was semisinusoidal with a peak voltage of 3.5 kV

and a frequency of 22 kHz. As the electric component was

solved, the electrohydrodynamic (EHD) force field exerted by

the plasma on the background gas was integrated in time to

compute its time-averaged value to be used as input to the

mechanical part. In its original version, the model also

computed the electric field stresses at the interface; however, it

was shown in previous work that the electric field stress at the

interface dominates the behavior of the surface only for water

with low conductivity [24]. Consequently, it was ignored in this

work as the conductivity of the water samples was high enough

for the electric field stresses at the surface to have negligible

influence on the dynamics of the interface. After the electric

component of the model was solved, the mechanical component

was then solved. It described the flow dynamics in both phases by

solving Navier–Stokes equations, in addition to solving for the

deformation of the free surface using the arbitrary

Lagrange–Eulerian (ALE) scheme. The mesh used in the

model had a resolution of approximately 1 μm at the interface

from both sides, while at the boundaries of the computational

domain, the mesh resolution was in the order of 0.5 mm. Mesh

convergence analysis has been conducted for the investigated

work, and it was found that the solution is independent of the

mesh used.

The upgrade to the model, equations describing heat and

mass transfer across the interface were incorporated into the

mechanical component of the model, as described in the

following sections.

FIGURE 1
(A) A picture of the experimental setup used in this study and (B) the computational domain of the model representing the experimental
setup. The yellow circles in panel a represent the points at which the temperature was measured. The point at the plasma contact point represents
the thermocouple measurement at the bottom of the Petri dish.
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3.1 Addition of heat transfer in both phases

To solve for heat transfer in both phases, the heat equation,

given by Eq. 1, was solved as part of the mechanical component.

ρCp(zT
zt

+ u. · T) �  · (−κT) + Q. (1)

In Eq. 1, ρ is the mass density of the fluid (kg˖m−3), which was

calculated by the model in air as ρ � PMavg/(RT), where P is the

pressure of the gas mixture (Pa),Mavg is the average molar mass of

the mixture (kg mol−1), R is the ideal gas constant, and T is the

temperature (K). The density of water was defined as function of

temperature [26] and Cp is the heat capacity at constant pressure (J

K−1), which was computed in air as Cp � ∑ωiCpi, where ωi is the

mass fraction of the ith constituent of the gas mixture and Cpi is the

heat capacity of that constituent. In water, the value was defined as a

function of temperature [26], and u
.

is the velocity field computed

by Navier–Stokes equations in the mechanical component (m s−1).

In the right-hand side of Eq. 1, κ is the heat conductivity (W

m−1k−1) of both phases, set as a function of temperature in air [27]

and to 0.61 in the liquid phase [28]. The last term, Q, is the

volumetric heating term (W m−3). This term in the gas phase was

set equal to the power lost through inelastic electron collisions with

the background gas, which was computed in the electric

component of the model. The inelastic collisions include

rotational and vibrational excitation of the molecules of the

background gas. In the liquid phase, the volumetric heating

term was set equal to the ohmic heating due to current

conduction by the solvated ions in the liquid. The concentration

of the ions in the aqueous phase was adjusted such that the

conductivity of the liquid matched that in experiments. The

boundary condition at the external boundaries of the

computational domain, as shown in Figure 1, imposed a zero-

gradient condition on temperature for outflowing gas. For

inflowing gas, the temperature is set equal to room temperature,

mimicking an open boundary where the surrounding of the

computational domain is held at room temperature.

At the interface, an energy balance condition was imposed as

given in Eq. 2, where n̂ is the normal unit vector at the interface,

pointing from the gas into the liquid. The square brackets on the left-

hand side of Eq. 2 represent a jump condition, that is, the difference

between the heat flux across the interface. The sum on the right-hand

side runs over all plasma ionic species in the model, where Ei is the

kinetic energy of the ith species as it bombards the interface, ΓI is the

flux of the ith species to the interface (m−2 s−1), R(T) is the enthalpy of

vaporization of water as a function of temperature (J kg−1) [24], and

JH2O is the net flux of H2O across the interface (kg m−2s−1). Its

calculation is explained in Section 3.2.

n̂ · [κT] � ∑
i

EiΓi − R(T)JH2O. (2)

The first term in the right-hand side of Eq. 2 describes heat

flux from the plasma to the interface, which is computed by the

electric component of the model. The flux is equal to the kinetic

energy flux carried by the ionic species to the interface. It

originates from the acceleration of the ions in the sheath. This

treatment assumes that all of the kinetic energy of the ions is

dissipated as heat in the liquid. Considering that other processes

such as sputtering are possible, this treatment represents an

upper limit to the heat flux due to the ions. The second term

in the right-hand side of Eq. 2 represents the enthalpy of

vaporization, which can be a loss term (i.e., causing the

interface to cool) when the net flux of water is directed from

the liquid phase into the gas phase, signifying vaporization or it

can be a source term when the flux is reversed, representing the

condensation of water vapor.

A single modification was performed to the Navier–Stokes

equations, which involved adding a buoyancy force to the

conservation of momentum equation. It was modeled as a

volumetric force given in Eq. 3, where ρ0 is the standard

density of air at ambient conditions (kg m−3), set equal to

1.24, and g is the gravity acceleration in the z direction, set

equal to 9.81 (m s−2).

F
.

bouyancy � (ρ0 − ρ)g ..
(3)

3.2 Addition of mass transfer in the gas
phase

Since an increase in the temperature of water increases its

vapor pressure, it is important to follow that increase and its

spatial variation as it affects the chemistry of the gas phase. As

any increases in temperature of the liquid was followed by the

mechanical component of the model, following the water vapor

content in the gas phase should follow on the same timescale.

Thus, two additional equations were added to the mechanical

component to solve for the mass fraction of O2 and H2O, as given

in Eq. 4. The mass fraction of the remaining constituent, N2, was

determined from the constraint that the sum of all mass fractions

is equal to 1.

ρ
zωk

zt
+  ·⎛⎝ − ρDkωk − ρωkDkMn − ρωk

Mn
∑
l

MlDlxl⎞⎠
+ ρ(u. · )ωk

� 0.

(4)
Most of the parameters in Eq. 4 were defined earlier; xk is the

mole fraction of the kth species, andDk is the diffusion coefficients

of the kth species in the mixture (m2s−1), which were determined

from binary diffusion coefficients using Eq. 5, where Dik is the

binary diffusion coefficient of the ith species into the kth species,

which was determined using the mixture-averaged

formulation [29].
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Dk � 1 − ωk∑i≠k
xi
Dik

. (5)

The plasma–liquid interface is treated as a flux source

described by a balance between vaporization flux and

condensation flux. Multiple expressions to describe this

balance are available in the literature, the most common of

which is given by the Hertz–Knudsen formulation [30].

Despite its wide use, this formulation does not satisfy the

conservation of momentum and energy at the interface nor is

it applicable to situations where nonsoluble gases exert pressure

on the liquid [29, 31], as is the case in the current investigation.

An alternative formulation, the Schrage formulation, overcomes

both limitations [29]; therefore, it was used in this work, as given

in Eq. 6.

JH2O � α

�������
R

2πMH2O

√ (ρsat(TL)
���
TL

√ − Γ(vR)ρv
���
TG

√ ). (6)

In Eq. 6, α is the fraction of gaseous water molecules that strike

the interface and accommodate to the liquid phase. Molecular

dynamics simulations showed that a typical value of this variable

is close to 1 at the boiling temperature of water [29], therefore it was

set to 1 in this expression,MH2O is the molecular weight of water (kg

mol−1), ρsat is the saturation vapor density at a given temperature of

the liquid (kg m−3), and TL and TG are the temperatures of the

interface from the liquid and the gas side, respectively. The two

temperatures are not necessarily equal, and a temperature jump is

reported for certain conditions [30, 32]. However, it was shown that

as the pressure approaches atmospheric pressure, the jump in the

temperature gradually disappears and the temperature in the liquid

side of the interface is equal to that in the gas side [31]; hence, in this

work it was assumed thatTG = TL, ρv is the vapor pressure on the gas

side of the interface (kg m−3), and lastly Γ(vR) is a kinetic function of

the velocity of themacroscopic water vapor velocity, which describes

the flux to the interface from the gas phase, as given in Eq. 7. In this

equation, vR is the ratio of the macroscopic velocity of water

molecules to the thermal velocity of water vapor at a given

temperature and erf is the error function. The macroscopic

velocity was set equal to the gas velocity at the interface.

Γ(vR) � e−v
2
R − vRπ[1 − erf (vR)]. (7)

3.3 Iteration between mechanical and
electric components

Initially, the experimental parameters were input to the

electric component. These include the geometry, the volume

of water, and the distance between the tip of the pin electrode and

the surface of the water, in addition to the voltage waveforms

recorded in experiments. The electric part was then solved for

one period, after which time-average quantities were extracted

and input into the mechanical part. The output from the electric

part to the mechanical part included the EHD forces in the gas

phase, the heat flux of the ions in the plasma to the interface, the

discharge power lost to the background gas as heat through

inelastic collisions driven by electrons, and the ohmic heating of

the liquid due to current conduction by aqueous ions. The

mechanical component is then solved for 100 s. After which,

the shape of the interface, the flow velocities in both phases, and

the gas pressure are fed back into the electric component. This

represents a single iteration of the model. The results presented in

Section 4 were obtained after two iterations, unless otherwise

stated.

4 Results and discussion

The model was solved for three cases similar to those

investigated in experiments. The power computed by the

model was evaluated as the integration of the current density

on the surface of the pin electrode multiplied by the applied

voltage, thus giving the computed operating power, which was

found to deviate by less than 15% from the corresponding

experimental power for any given case.

4.1 Experimental validation

To validate the model, the computed temperature in the

liquid phase was averaged over the liquid volume and compared

to the average liquid temperature measured experimentally as a

function of time. Figure 2 shows that there is a reasonable

agreement between the model and experiments, where the

model follows the trends observed experimentally, both

qualitatively and quantitively. Focusing on differences, the

model slightly overestimates the liquid temperature. This was

attributed to the assumption that all of the kinetic energy of the

bombarding ions is dissipated as heat, ignoring processes such as

sputtering, which has been shown to take place at plasma–liquid

interfaces for ions with an energy greater than 10 eV [33, 34].

Another possible cause of this difference is ignoring the thermal

boundaries of the system, where the model assumed the system

was thermally isolated from its environment while the

experimental setup was placed on a metallic surface.

Another difference is the sensitivity of the average liquid

temperature to the variation in the operating power, which was

underestimated by themodel in comparison to experiments. Thiswas

attributed to keeping the conductivity of the liquid media constant in

the model. It has been shown in multiple experimental works that

treating a liquid medium with plasma increases its conductivity

noticeably even on a short timescale [8, 35]. Assuming the

operating power is constant, an increase in the liquid’s

conductivity means that the power dissipated in the liquid is

reduced, thus leaving a larger fraction of the operating power to
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be dissipated in the plasma and therefore enhancing all of the heating

mechanisms driven by the plasma. Since the model does not capture

the variation of the conductivity of the liquid due to plasma

treatment, the variation in the computed discharge power is less

than that in experiments.

4.2 Liquid temperature

The two-dimensional distribution of temperature in the

liquid for the three investigated cases is shown in Figure 3 at

the end time of the simulation, that is, 100 s after plasma ignition.

The liquid temperature had a similar distribution irrespective of

the operating power. The liquid temperature can be split into three

zones. Moving from the interface toward the bulk, the first zone is a

thin film of hot liquid that exists at the interface with a typical depth

of 10 μm, followed by the second zone, which is a region of relatively

cooler liquid extending up to 1 mm from the interface, and finally,

the third zone represents the bulk region, where the temperature is

almost uniform. The impact of increasing the operating power is

mostly manifested as a scaling of the temperature profile rather than

changing its spatial distribution. To investigate the origin of these

zones, the mechanical component of the model was run with the

heating mechanism selectively switched in order to quantify their

contributions to each zone. The thin film zone forms as a result of

the ionic heating flux and the thermal boundary layer due to the flow

of hot gas in the plasma side of the interface. Moreover, it has been

reported frommolecular dynamics studies that impinging ions on a

water sample dissipate their energy in the first few monolayers,

extending to a few nanometers in depth from the interface [32].

Since the ionic heat flux is dominated by the plasma side of the

interface, the temperature at the interface increases until the

temperature gradient is steep enough for the conductive heat

transfer on the liquid side to establish local thermal equilibrium

at the interface. Since conductive heat transfer is diffusive by nature,

the width of the thin layer zone is larger than the thickness of the few

monolayers where ions dissipate most of their kinetic energy.

Furthermore, contrasting the characteristics of the thin film

reported here with a typical thermal boundary layer encountered

at a hot gas–liquid interface, the width of the thin layer zone was

found to be consistent with that of a thermal boundary layer in the

liquid phase, which was estimated by running the heat transfer part

of themodel with a hot gas blowing at the interface in the absence of

plasma. The ionic heat flux only increased the temperature, thus

causing a steeper temperature gradient at the interface. Moving to

the second zone, where the temperature drops to approximately 66%

of that at the interface, the temperature in this region is above that in

the bulk liquid by approximately 15°C. This above-bulk temperature

is maintained by the ionic ohmic heating in the liquid, which is

concentrated in this region due to the small surface area at the

interface through which the current flows; thus, the local current

density at that point is the highest in the liquid volume, resulting in

themaximum volumetric heating in the liquid phase. Lastly, moving

to the bulk of the liquid which is at a significantly lower temperature

than the interface, it is heated by convection from the interface,

which can be seen clearly in Figure 3E as the distribution of the hot

liquid matches the convection pattern encountered in this type of

discharge [24, 36], shown in Figure 3F for this investigated case.

While the chemistry of the discharge is beyond the scope of this

work, the implications of the findings presented here are quite

significant for the transport of the gaseous species across the

interface. As the temperature of the liquid is increased, Henry

coefficients, which describe the solubility of gaseous species in

the liquid, decrease. For the highest reported temperature

increase in this work, for the 20W case, the value of Henry’s

coefficient of O3 decreases to 35% of its value at ambient conditions.

Similar figures for H2O2 and OH are 4.8% and 9%, respectively [14].

Accordingly, the presence of the thin film at the interface represents

FIGURE 2
Comparison between the computed and measured average liquid temperature as a function of time for operating powers (A) 10 W, (B) 15 W,
and (C) 20 W. The solid black line shows the measured average temperature of the liquid, the dashed red line shows the computed average
temperature, and the yellow shaded region shows the standard deviation of the experimental measurements.
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a solvation barrier for the species generated in the gas phase, hinting

that the role of aqueous reactions in generating aqueous species is

more significant than previously thought.

4.3 Gas temperature and gas rarefaction

Considering that the heat capacity of the gas is much

smaller than that of water, its temperature was computed

using two different approaches, the standard approach where

all heating terms were averaged over the duration of the period,

then solved as part of the mechanical components as explained

in Section 3. The second approach was to solve the mechanical

component using instantaneous heating terms as the electric

component of the model was solved. This allowed for a

comparison of the temperature observed on different

timescales. The two-dimensional distribution of gas

temperature for both approaches is shown in Figure 4, where

panel 1) shows the temperature computed using the time-

averaged heating terms for the 15 W case, while panel 2)

FIGURE 3
Two-dimensional colormap of the temperature in the liquid phase for the operating powers (A) 10 W, (B) 15 W, and (C) 20 W. Panels (A–C) have
the same color legend. Panel (D) shows the liquid temperature plotted along the symmetry axis for the three cases, where z = 0 is at the interface;
panel (E) shows the temperature in the entire liquid part of the computational domain for the 15 W case, and panel (F) shows the magnitude of the
flow velocity in the liquid phase as background color, with the direction indicated by the imposed arrows. All of the data shown in this figure
were taken at t = 100 s, where t = 0 is the time at which the plasma was ignited.
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shows the temperature computed using the instantaneous

heating terms for the same case.

From Figure 4, it can be seen that the maximum temperature

is consistent with that reported in the literature for similar

discharge types [13, 20, 22, 23]. An interesting difference

between panels a and b in Figure 4 is that the maximum gas

temperature, equal to 1,745 and 2,563°C in panels a and b,

respectively, is located at the middle of the discharge gap

instead of the tip of the electrode as shown in panel a, which

is in contrast to that shown in panel b and what is typically

expected in such type of discharges20 22. This difference is likely

the result of two processes: heat coupling to the gas flow and gas

rarefaction. As shown in the previous work of the authors [24]

and as highlighted in Figure 4C, the gas flow induced by the EHD

force pushes the air out of the discharge in two streams. The first

stream (upper stream) leaves the discharge gap close to the pin

electrode, where the flow is directed upward due to EHD forces

exerted in the sheath at the tip of the electrode. The second

stream (lower stream) originates in the bulk plasma channel,

where the EHD forces push the air downward toward the surface

of the liquid, causing the air to leave the discharge gap at the

interface as radially expanding flow. As a result of air being

pushed out from the discharge gap, cold air flows from the side of

the discharge gap. The fate of the cold air depends on the stream

it becomes part of. The upper stream passes close to the pin tip,

which is the position of the maximum heating power as

Figure 4C shows. However, because it has a short residence

time, it gets pushed out from that region by the background flow

before it is heated significantly. On the other hand, the lower

stream travels through the plasma channel until it arrives at the

interface. This yields a significant residence time, such that the

moving air experiences multiple streamers as it is traveling

FIGURE 4
Two-dimensional colormap showing (A) the gas temperature computed using the time-averaged heating term for operating power of 15 W, (B)
the gas temperature computed using instantaneous heating terms for operating power of 15 W, the domain shown in panel b is indicated as a black
box, and in panel (A,C), the logarithm of the time-average heating term of the background by the plasma for the 15 W case.
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downward and therefore experiences more heating than the

stream traveling upward, as indicated in Figure 4C.

Considering that the timescale of the development of the flow

is typically in the millisecond range [37], which is much longer

than a single period of the waveform, the coupling between the

background flow and gas heating can be observed only using the

time-averaged heating terms approach. This process has

important implications for temperature-sensitive species such

as O3, as it implies such species are most likely to exit the

discharge region through the upper stream, making the

delivery of such species to the interface less efficient, assuming

the discharge conditions allow for such species to form.

The second process is gas rarefaction, where the ideal gas law

predicts that at the temperatures shown in Figure 4, the gas

density will drop to 16% of its value at ambient conditions.

However, such a simple calculation cannot predict the

consequences on the discharge behavior. To quantify this, the

solution from the first iteration (i.e., without accounting for

rarefaction) was compared to the solution from the second

iteration (accounting for rarefaction). The comparison was

focused on the spatial distribution of the plasma heating

power of the background gas in addition to the ionic heat flux

at the interface.

Figure 5 shows that the rarefied density is consistent with the

ideal gas law. Furthermore, Figure 5B shows the plasma power

dissipated as heat (which can be referred to as heating power) to

the background gas with and without gas rarefaction. It is clear

that when gas rarefaction was accounted for the heating power

close to the tip of the electrode decreased, while the heating

power in the discharge gap increased by more than an order of

magnitude. This explains the shift in the maximum temperature

observed in Figure 4. Another implication of the gas rarefaction is

emphasized in Figure 5C, which shows the time-averaged ionic

heating flux at the interface. The time-averaged heat flux was

FIGURE 5
(A) Two-dimensional color map showing the density of the background gas normalized to its value at ambient conditions, (B) plasma power
dissipated as heat to the background gas along the symmetry axis with andwithout gas rarefaction considered, z = 4 is the tip of the pin electrode and
z = 0 is the interface, and (C) the time-averaged ionic heat fluxes to the interface with and without gas rarefaction. The data shown in all panels of the
figure are for an operating power of 15 W.
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computed as the integral of the product of the ion flux arriving at

the interface multiplied by its average kinetic energy (the first

term in the right-hand side of Eq. 2), which is then integrated

over the period and divided by it. When gas rarefaction was

accounted for, the ionic heat flux to the interface was increased by

a factor of 3, which is a result of the increased mean free path in

the sheath. It should be noted here that the comparison shown in

Figure 5 was conducted using similar operating powers. The

trends reported here were consistent among all investigated

operating powers.

Figures 4, 5 also show that close to the interface, there is a

pocket of gas where the impact of the plasma heating is smaller

than that observed in the discharge gap. This is a result of the

high water vapor content in that pocket, as will be explained in

Subsection 4.4.

4.4 Water vapor density in the gas phase

Considering that the plasma causes the formation of a

thin film of hot liquid at the interface, as explained in Section

4.2, while simultaneously causing gas rarefaction, as

explained in Section 4.3, both effects contribute toward

promoting water vaporization. Figure 6 shows a zoomed-in

view at the interface and depicts the percentage of water

vapor in the overall gas mixture for the 15 W case.

Figure 6 shows that the water vapor makes up to 25% of

the total gas composition in a region that extends up to

0.1 mm above the interface in the plasma phase. The

height of this layer is at its minimum on the symmetry

axis as a result of the stagnation pressure due to the

impinging flow at the interface from the plasma phase.

Moving radially outward, the flow expands in width while

at the same time carrying the water vapor vaporized close to

the symmetry axis, resulting in a widening of the water vapor

layer at the interface. The relatively high content of water

vapor was enough to cause the mixture’s heat capacity to

increase by 25% in the water vapor layer, explaining the

pocket of dense gas observed in Figure 5A at the interface.

The model was only solved for 100 s, which was not

enough to reach the boiling temperature of water under

the investigated conditions. The model was run while

artificially increasing the heat flux to the interface in order

to determine the corresponding water vapor percentage at

boiling conditions. It was found that the maximum water

vapor content ranged between 70% and 80% of the total gas

composition at the interface, with the specific ratio being

dependent on the convection from the gas phase.

The implications of the width of the vapor layer and its

gas composition can be appreciated when comparing its

width to the width of the plasma sheath, which was found

to be of the order of 50 μm under the investigated conditions.

This means that a significant proportion of the collisions

encountered by the ions as they travel from the plasma to the

liquid are with water molecules. Considering that the mean

free path of a molecule at ambient conditions in water vapor

can be 30 times larger than that in dry air [32], it is expected

that the water vapor layer reported here will significantly

impact the ion energy distribution function at the interface.

Furthermore, during the negative cycle of the discharge, the

sheath at the plasma–liquid interface will be dominated by

electrons. Having a higher water vapor concentration than

ambient air implies that the chemistry driven by the electrons

will experience a transition from being dominated by long-

FIGURE 6
(A) Percentage of water vapor in the gas mixture for operating power of 15 W at t = 100 s and (B) the percentage of the water vapor in the gas
mixture along the symmetry axis for the three investigated operating powers, where z = 0 is the interface.
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lived species typically encountered in air plasmas such as O3

and NO2 to being dominated by water-based species such as

OH. The water vapor concentration at which such a

transition occurs remains to be investigated.

5 Conclusion

In this work, a 2D numerical model describing a

pin–water discharge configuration and operating in air

under ambient conditions was upgraded to account for

heat and mass transfer processes in both phases. The

model was validated in terms of the predicted average

water temperature and was found to have reasonable

agreement with experimental measurements.

The model was used to analyze the spatial distribution of the

liquid temperature, where it was reported that the liquid can be

split into three zones: the first zone is the interface zone, where a

thin film of liquid at a temperature three times higher than the

bulk temperature extends up to 10 μm in depth, followed by a

cooler region with a temperature equal to 66% of that at the

interface, extending up to 1 mm from the interface, and then

followed by the bulk of the liquid, which is at a much lower

temperature than the interface, with an almost uniform

temperature distribution.

On the gas side of the interface, it was found that the plasma

heats the background gas to approximately 1,700–2,600°C for the

investigated conditions in this work, causing the density of the

background gas to drop to 15% of its value at ambient conditions.

This gas rarefaction combined with the induced flow by EHD

forces caused the maximum temperature in the discharge region

to shift from the tip of the electrode to the center of the discharge

gap on long timescales.

The combined effect of gas rarefaction and liquid heating

promoted the vaporization of water, where the gas

composition on the plasma side of the interface was

analyzed. It was observed that a thin layer of water vapor

extends to 0.1 mm above the interface, where the water vapor

constitutes between 20% and 35% of the total gas composition

for the conditions investigated in this work. Extrapolating

these conditions to the boiling point of water increased the

water vapor fraction to 70%–80%.

The findings of this work have many implications on the

current understanding of plasma–liquid interaction. First, the

presence of a thin film of hot liquid at the interface represents

a solvation barrier for gaseous species, thus reducing their

anticipated role in aqueous chemistry. Second, the coupling

between heat transfer and gas flow indicates that

temperature-sensitive species such as O3 might be

extracted from the discharge region toward the pin

electrode rather than toward the interface, as that stream

has a lower temperature on average and thus a longer life time

of O3. Third, this work reported that the thickness of the thin

water vapor layer on the plasma side of the interface is larger

than the plasma sheath, implying the dominance of water-

based species at the interface in addition to a significant

alternation of the ion energy distribution function as ions

arrive at the interface.
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