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With the rise of online social media, users from across the world can participate in
opinion formation processes, and some discussions lead to controversial debates
around this phenomenon. Controversy detection in social media can help explore
public discourse spaces and understand topical issues. Previous controversial
detection studies focus more on identifying the opinion or emotional orientation
of a comment, while we focus on whether there is a controversial relationship
between a comment and its replies. Here, we collect a dataset consisting of 511 news
articles, 103,787 comments, and 71,579 users on the Chinese social media platform,
Toutiao, and we study the controversial interactions on the subsets of this dataset.
Our approach treats news, comments, and users as different types of nodes and
constructs multiplex networks connected by user–comment links (i.e., publishing
relationship), comment–news links (i.e., comment relationship), and
comment–comment links (i.e., replying relationship). Furthermore, we propose a
model based on deep learning to detect controversial interactions from these
multiplex networks. Our supervised model achieves 83.24% accuracy, with an
improvement compared to competitive models. Moreover, we illustrate the
applicability of our approach using different ratios of training and testing sets.
Our results demonstrate the usefulness of the multiplex networks model for
controversial interaction detection and provide a new perspective on controversy
detection problems.
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1 Introduction

Online social media such as the Chinese platform, Toutiao1, have become major channels
through which people can easily share their views. In open and free circumstances, the
phenomenon of exchanging different opinions probably leads to a fierce discussion and
even turns it into a war of words. This situation pollutes the cyber environment. The
annoying controversies could be political debates [1, 2] or other topics [3], and the
contents of such comments represent a lens of public sentiment. It provides opportunities
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to solve the problems in network governance, such as news topic
selection, influence assessment, and polarized views alleviation [4].

As a significant part of the procedure, controversy detection in
social media has drawnmuch attention [2, 5]. For example, Twitter is a
central place for online discussions and debates. In addition, Twitter
provides support for social and political movements. Due to the wide
distribution of Twitter, controversial content needs to be censored
before it is posted on Twitter. This strategy protects the online
environment and limits the spread of misinformation. However, it
is challenging to identify controversies in a robust method because of
the way controversy varies with the topic of discussion. For example,
during the COVID-19 pandemic, wild extremes of emotion and
controversial speech have occurred on Twitter. Controversial
opinions and subjective judgments are spreading heavily with
Twitter retweets [6]. In such cases, controversy detection would be
helpful. For example, users will be warned before viewing such posts to
prevent them from being influenced by the content of subjective
comments in the post [7].

Controversy detection has been studied on web pages and social
media for a long decade [8–10]. As for standard web pages, existing
methods mainly exploit the controversy detection on Wikipedia [9,
11–13], Reddit [1, 4, 14], and some political blogs [15, 16]. Early
methods of controversy detection are mostly based on statistical
analysis, such as user edit history in Wikipedia [17, 18], user
revision time [13], and context information [12]. Others
incorporate the sentiment-based features [19].

Unlike web pages, online social media consist of more diverse
topics and fierce discussion among users. There are many
controversial comments under a non-controversial topic or post.
This makes controversy detection on social media more
challenging. The methods during the development of controversy
detection can be divided into three types.

The methods based on the statistics of social media platforms:
The statistics of the aimed comments, posts, or topics reflect the
importance of such items associated with the controversial comment.
For example, Koncar et al. [20] extract textural features such as text
length and writing style on controversial comments. Moreover, other
methods detect controversy standing on leveraging textural and
structural features, such as keywords [21], Twitter-specific features
[22], and different aspects of discussions including sentiment and
topical cohesiveness [23, 24].

The methods based on the content of comments: Identifying the
semantics of the aimed comment is the directed way to solve
controversy detection problems. With the development of natural
language processing methods, detecting sentiments based on textural
information is more accessible. Based on the data collected from social
media platforms, some methods detect controversial snapshots
containing several comments attached to the same topic based on
the contents of comments and external features [25, 26].

The methods based on the network structure: The reply reaction
reveals the structural information of social networks. Compared with
the traditional homogeneous network, social networks contain
different types of entities and relations, rich structural information,
and semantic information, which provide a way to discover deeply
hidden information for controversy detection. Garimella et al. [2]
measured some graph-based features and quantified controversy
scores for retweet graphs. In addition, Kumar et al. [27] created a
novel LSTM model that combines graph embeddings, user,
community, and text features, which gets better prediction results

for conflict detection. Hessel et al. [4] integrated the content features
with the reply structure and predicted eventual controversy in several
Reddit communities. Zhong et al. [14] considered all posts under the
same topic using graph-embedding methods. They exploit the
information from related posts under the same topic and propose
the TPC-GCN and DTPC-GCNmodels to disentangle both the topic-
related and topic-unrelated features and get significant generalizability
results on the test datasets.

Graph-embedding techniques have been proven effective in
complex network analysis recently. It maps nodes, links, or graphs
to low-dimensional dense representations, making it possible to apply
machine learning methods for downstream tasks like node
classification [28], link prediction [29, 30], and graph classification
[31]. Considered as the first work in this area, DeepWalk [32] samples
node sequences through random walk and then incorporates skip-
gram to learn node embeddings with each node regarded as a word in
sentences. To capture both local and global structural features,
node2vec [33] extends DeepWalk by employing breadth-first
search and depth-first search when sampling node sequences. The
sampling strategy is called biased random walk, which improves
network representation learning ability. Other random walk-based
graph-embedding methods may have similar ideas but adopt different
sampling strategies, which focus on different aspects of the network
structure [34–36].

Recently, Jiang et al. [37] provided a framework for efficient task-
oriented skip-gram-based embeddings. Hu et al. [38] used the
generative adversarial networks, which learn node distributions for
efficient negative sampling. The emergence of deep learning methods
accelerated the growth of this typical research area. Among the
variants of graph neural networks (GNN), GCN [39] provided a
simplified method to compute the spectral graph convolution to
capture the information of the graph structure and node features
and transform the structural information between nodes into vectors.
GAE [40] designs a decoder for restructuring the relational
information of the nodes. The decoder uses the embedding vectors
obtained by GCN to reconstruct the graph adjacency matrix, and then
perform iteration according to the loss of the reconstructed adjacency
matrix and label matrix. In practice, GAE achieves better link
prediction results than other algorithms.

Prior work on online controversy detection mainly focuses on
comments, topics, or posts [4, 22, 26, 27, 41]. These models are trained
to identify the opinion or emotional orientation of a comment, post, or
topic. Instead of detecting a controversial comment, our study focuses
on the interaction between comments. The controversial comment
means this comment probably raises controversy, and the platform’s
formula determines the score of comments that are likely to be
controversial. These definitions may not perfectly characterize
whether the current review is prone to controversy because of the
limited statics used in the formulation. Controversial interactions are
more common than controversial comments in actual social media. In
contrast, controversial interaction indicates that a comment’s opinion
differs from its replies. Compared with quantifying the score of a
controversial comment, the controversial interaction can be easily
distinguished by the content in the process of labeling.

To detect controversial interactions, we collect information on
103,787 comments and 71,579 users under 511 news and label all of
the comments. We treat the users, comments, and news in social
media as nodes in multiplex social comment networks. We construct
the multiplex networks connected by user–comment links
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(i.e., publishing relationship), comment–news links (i.e., comment
relationship), and comment–comment links (i.e., replying
relationship). Then, we propose the news–comment–user graph
convolutional network (NCU-GCN) model for detecting
controversial interactions. NCU-GCN integrates the graph
structure information and the datasets’ dynamic features for
obtaining the embedding vector of every comment node. After
obtaining the embedding vectors, we classify the interactions on
two comments based on the embedding vectors and detect the
controversial interactions. Extensive experiments demonstrate that
our model outperforms existing methods and can exploit features
effectively.

The main contributions of this paper are listed as follows:

1. We build a dataset from a real Chinese news portal platform for
controversy detection, which consists of 511 news articles,
103,787 comments, and 71,579 users. This dataset covers a large
variety of fields under the topic of Huawei, such as finance,
technology, and entertainment. Such a real-world dataset can
help us better understand the generation of controversy between
comments in social media and the evolution of controversy under a
comment tree.

2. We propose a GCN-based model, NCU-GCN, for controversy
detection on the interaction between two comments. The model
can integrate the information from heterogeneous graph structures
and dynamic features of edges. The dynamic features of edges
mainly consist of the posting time of nodes.

3. Extensive experiments on the Toutiao dataset demonstrate the
information of temporal and structural can effectively improve the
embedding vectors and get a better result in AUC and AP metrics.
Moreover, our model performs generalizability under different
ratios of training samples.

The remaining of the paper is organized as follows: first, a detailed
description is given for the Toutiao dataset in Secion 2 and introduces
the proposed NCU-GCN in Section 3. Extensive experiments on
Toutiao are presented in Section 4 to show the effectiveness of the
proposed methods. Finally, we conclude the paper and highlight some
future research directions in Section 5.

2 Dataset analysis

In this section, we first give a detailed description of the dataset and
data preprocessing, then conduct preliminary descriptive analyses.

2.1 Data description

The data collected from Toutiao include news, users who
commented on the news, and the corresponding comments. This
news covers a variety of fields, such as technology, finance, and
entertainment. In this paper, we focus on Huawei-related news,
which were released between 2019-03 and 2019-12. Each piece of
news is associated with multiple comments, of which the contents
present the attitudes of corresponding viewers toward the news. Thus,
the comments could be classified into three categories: positive, neutral,
and negative. Figure 1 gives an example of controversy over a certain
piece of news. News N belongs to topic T, and it follows multiple
comments which show different opinions. As shown in Figure 1, the
comments are labeled as positive, neutral, or negative based on their
attitudes to the current news, and there exists a situation in C3−1 that
expresses refutation literally, but it actually supports N. This is because
in the comment tree, it refutes to C3, a refuting comment to N. So, we
mark comment C3−1 as a positive comment, and in the progress of data
preprocessing, we manually specify the labels of each comment
according to its content and context. We collect 511 pieces of news
with 103,787 comments in total. Moreover, we label all of the comments
with an opinion bias. To make the labeling results more accurate, we
started with two annotators labeling the same comment. If a
disagreement occurs between two annotators, three additional
annotators were added to label this comment. The final labeling
results were obtained from the average score of these five annotators.
In addition, as Figure 2 indicates, there exist several comments without
content and published time. We guess the reason is that the users have
deleted these comments. For this kind of comment, we can only judge its
label based on its replies.

Given such a large amount of data, we would like to focus on the
controversies under sampled news in this paper. Thus, we sample three
subsets of the data for experiments. Specifically, we first find the top two
active users who posted the most comments under different news, and
we denote them as u1 and u2. The news commented by u1, together
with the corresponding comments and the other users, consists of one
subset, namely, Toutiao#1. Another subset, Toutiao#2, consists of the
news with comments by u2 and other comments and users, and the
common news, which appears in both Toutiao#1 and Toutiao#2, comes
to the third subset, namely, Toutiao#3. The basic statistics of the whole
dataset and its extracted subsets are presented in Table 1, where
interactions mean the relationship between comments. The
definition of these interactions is as follows:

• Controversial interactions: Positive and negative.
• Non-controversial interactions: Positive and positive, neutral
and neutral, and negative and negative.

• Other interactions: Neutral and positive and neutral and
negative.

Also, we provide statistics on the different relationships of the
edges in the dataset. Table 2 shows the number of edges between the
three types of nodes and the number of edges between the three

FIGURE 1
A piece of news under the topic of Huawei and the comments
under the news. Each comment is labeled with positive, negative, or
neutral depending on its attitude to the news.
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types of nodes with different labels. Comment–user,
comment–news, and comment–comment represent the edges
between the three different types of nodes in the graph, and the
remaining six types represent the edges between the three
differently labeled comment nodes.

2.2 Analysis from the multiplex social
comment network

Despite the content of news and comments, we analyze the
contradictory comments from the perspective of the network

FIGURE 2
Controversial comment tree under one news article of Huawei, and one of the comments has been deleted.

TABLE 1 Basic statistics of the Toutiao dataset and its subsets.

Toutiao Toutiao#1 Toutiao#2 Toutiao#3

#News 511 11 11 1

#Users 71,579 3,496 5,940 1,573

#Comments 103,787 5,570 10,580 2,466

#Controversial interactions 22,184 2,610 4,570 1,166

#Non-controversial interactions 16,339 1,309 2,976 584

#Interactions 46,536 4,995 9,504 2,294

TABLE 2 Different types of interactions over the Toutiao dataset and its subsets.

Relationship (A–B) Toutiao Toutiao#1 Toutiao#2 Toutiao#3

Comment–user 103,787 4,848 9,105 2,178

Comment–news 57,251 575 1,076 172

Comment–comment 46,536 4,995 9,504 2,294

Positive–negative 22,184 2,610 4,570 1,166

Positive–neutral 4,780 440 792 119

Positive–positive 7,873 253 429 20

Neutral–neutral 5,579 691 2,032 327

Neutral–negative 3,233 636 1,166 425

Negative–negative 2,887 365 515 237
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structure. Specifically, we construct a multiplex social comment
network in which news, comments, and users act as nodes. As
Figure 3 shows, these multiplex networks are composed of different
entities and relationships. The entities can be classified into the
following categories: comment entities, user entities, and news
entities. The interactions between comment entities represent the
reply relation between these two comments. The interactions
between comment entities and user entities mean the related user
proposes this comment. The interactions between comment entities
and news entities represent the related comment replies to the current
news. In the network, the comment nodes are labeled with three
different types: positive, negative, and neutral. Regarding the types of
these comments, we label the edges connected to two comment nodes
into two types: controversial interaction and non-controversial
interaction. Controversial interaction implies that the two endpoints
of the edges are of positive and negative comments. Non-controversial
interaction indicates the two endpoints of the edges are under the same
type, which can be both positive and negative. Note that we ignore the
links between neutral comments and other kinds of comments in the
experiments. On the Toutiao platform, users comment on one or several
pieces of news. Consequently, the news is connected to their comments,
and comments are linked with their posters; in this way a piece of news
and its comments naturally form a comment tree, and multiple
comments form a network when they are connected with common
users.

As a kind of edge in the network, do controversial edges show any
significant structural patterns based on which we could distinguish
them from others? This paper adopts the degree and betweenness
centrality of two endpoint comment nodes to analyze the controversial
edges. The degree of a comment node shows the number of its replies.
Betweenness centrality describes the importance of a comment node
in the network, which could show whether active yet aggressive users

post the comment. Figure 4 presents the distribution of controversial
edges for degree and between centrality. In Toutiao#1 and Toutiao#2,
most controversial edges have larger betweenness centrality but a
lower degree, and part of them has both relatively large betweenness
centrality and degree. Toutiao#3 contains news items in both
Toutiao#2 and Toutiao#1. The most controversial edges lie where
both betweenness centrality and degree are large. It implies that
structural patterns of controversial edges may exist, which
motivates us to adopt graph convolution to learn such patterns.
We use the time difference of two endpoint comment nodes to
analyze controversial edges. Figure 5 presents the distribution of
the time difference between the controversial interactions and non-
controversial interactions. We observe that the reply time
corresponding to controversial edges is shorter than that of non-
controversial edges, which is the case in all three datasets.

3 Methods

In this section, we first briefly introduce the controversy detection
problem and then show how to apply the proposed model,
news–comment–user graph convolutional network (NCU-GCN) to
solve the problem in detail.

3.1 Preliminaries

Our dataset consists of three types of nodes: news, comments, and
users. On the platform, users could post their comments to the
corresponding news or reply to others’ comments, and we
construct a news–comment–user network, denoted by G � (V, E),
to model such relationships. V � Vn ∪ Vc ∪ Vu is the node set for all
three types of nodes. Vn, Vc, and Vu correspond to news, comments,
and users, respectively. For a comment c, it is associated with a
timestamp tc representing its post time, and each piece of news
also has a publishing time tn. E � Eu,c ∪ Ec,c ∪ Ec,n represents the
three types of relations among news, comments, and users. For
eu,c = (u, c), where u ∈ Vu, and c ∈ Vc, it denotes that user u posts
comments, and eci,cj � (ci, cj), where ci, cj ∈ Vc represents that
comment ci replies to comment cj. Likewise, ec,n = (c, n), where
n ∈ Vn shows that comment c is the first-level comment of news n.
Under the definition, we could obtain an undirected network G to
model relationships between news, comments, and users.

Our solution to find controversy between comments is mainly
based on the structure of the news–comment–user network.
Mathematically, we aim to learn a mapping T : eci,cj → 1 or 0,
where 1 means ci and cj, two controversial comments, and
0 represents the opposite.

3.2 Framework

In this part, we give a detailed description of the proposed model
NCU-GCN.

GCN has proved its effectiveness in various areas. It aggregates the
features of neighboring nodes to learn embeddings for nodes from the
local structure perspective. The process is also known as message
passing. For node i in a graph, the hidden representation of i of (l+1)th

GCN layer, denoted as h(l+1)i , could be obtained by

FIGURE 3
Example of a comment tree. C represents a comment, N means
news, and U denotes a user. The red line from comment’s node to
comment’s node means controversy, while the yellow line means non-
controversy, and the node in deep blue C1, C2, C3 are leaf nodes.
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h l+1( )
i � ReLU ∑

j∈N i∪ i{ }
W l( )h l( )

j + b l( )⎛⎝ ⎞⎠, (1)

where N i is the neighbor of i. W is the trainable weights of lth GCN
layer, and b(l) is the corresponding bias. Incoming messages from N i

are aggregated after linear transformation and then passed to the
central node. With ReLU(x) = max(0, x) the activation function, a new
representation is obtained.

In the message-passing framework, GCN works under the
assumption of homogeneity. The comment network we discuss,
however, consisted of nodes and edges with multiple types. Thus,
we would adapt GCN to the comment network to achieve controversy
detection. As presented in Figure 6, the NCU-GCN model is mainly
composed of three types of layers: input layer, encoder layer, and
decoder layer.

Input layer: NCU-GCN receives the comment network as the
input. Considering the temporal information between comments and
users, we propose to construct a temporal feature matrix T ∈ R|V|×|V|,
which describes the temporal characteristics in the input layer.
Specifically, we consider two types of edges: the edges between
comments and the edges between comments and users. The

structural patterns are considered, as shown in Section 2; we define
the weight between comment i and another comment j by
incorporating the degree and the post time interval of the two
comments for an arbitrary comment i. Assuming the comment i
and j belong to the news n, we normalize the weight of the two
comments by the interval between the post time of the two comments.
It is under the assumption that the closer a pair of comments are, the
more influence they have on each other. For the relation between i and
its poster, we use a hyper-parameter δ to adjust their closeness. For the
edges of other types, we set their weights to 0 since they are out of the
research scope of this paper. In summary, the construction of T goes as

T i,j �

log10 DipDj( )
|ti − tj| , if Ei,j ∈ Ec,c,

δ, if Ei,j ∈ Ec,u,

0, otherwise.

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
, (2)

where Di means the degree of comment node i, and ti represents the
dynamic features of comment node i, which is calculated by
ti � log10(Ti − Tn + 1) + 1, Ti is the post time of comment node i,
and Tn is the post time of news which contains comment i.

FIGURE 4
Illustration of heatmap distribution modulation consisting of two variables: node degrees and edge between centrality.

FIGURE 5
Distribution of reply time of comments and their replies. (A–C) represent the results of these three subsets: Toutiao#1, Toutiao#2 and Toutiao#3.
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Encoder layer: After obtaining the constructed temporal feature
matrix T, we learn the representations of the nodes, denoted as
Z ∈ R|V|×d, by a GCN-inspired encoder, and d is the embedding
dimension. Z is designed to incorporate T, which describes the
temporal characteristics and the structural features learned by
neighborhood aggregation. Hence, the encoder consists of GCN-
inspired structure learning and temporal feature fusion.

Different from the learning process of GCN, which acts on
homogeneous networks, the structure learning module in the encoder
layer considers three different kinds of neighbors. As we have introduced,
for an arbitrary node in the network, its neighbors could be comment,
news, or user nodes. We treat the neighbors separately when learning
structural features and then integrate them to obtain the representation. In
addition, due to the comment network’s sparsity, we consider all the
nodes in a two-hop neighborhood to ensure the abundance of structural
features. Mathematically, GCN-inspired structure learning could be
described as

hi � ∑
j∈N 2

i ∩Vn

Wnxj + ∑
j∈N 2

j∩Vc

Wcxj + ∑
j∈N 2

i ∩Vu

Wuxj, (3)

where hi ∈ R|V|×d is the representation of node i. Wn,Wc, and Wu are
the trainable weights for encoding the features of the news, comment,
and user node neighbors of i, respectively. For encoding, N 2

i denotes
the node set of i’s two-hop neighborhood, and thus, N 2

i ∩ Vn is
comment node in i’s two-hop neighborhood. xi is the initial feature
of node i, and we set the initial feature of all nodes as an identity matrix
since no other information other than the graph structure is available.
Each part in Eq. 3 characterizes corresponding structural features,
which performs better than mixing them in a single GCN layer. As for
the parts of ∑j∈N 2

i ∩Vn
Wnxj, ∑j∈N 2

j∩Vc
Wcxj, and ∑j∈N 2

i ∩Vu
Wuxj, they

aggregate the features of news nodes, comment nodes, and user nodes
in two-hop neighborhood. The features of different nodes in the graph
embedding process of multiplex networks have varying importance to
the target node in the feature-aggregation process. In the process,
NCU-GCN performs feature extraction by different trainable weight
matrices and sums up the computed results. After obtaining the result,
we then stack all the embeddings of nodes to obtain the structure
feature matrix H ∈ R|V|×d:

H � h0, h1, . . . , h|V|[ ]u. (4)

After obtaining the structural feature matrix H, we further
combine the temporal features T to obtain final representations
Z ∈ R|V|×d. To achieve the combination, we first map the temporal
information with a linear layer to R|V|×d and then apply the element-
wise product over the encoded temporal feature and H. After the
combination, we use a fully connected layer fH to smooth the
embedding vectors. The process is shown as

Z � fH concat fL T( ),H( )( ). (5)
Decoder layer: The decoder layer re-transforms the hidden

representations of nodes from embedding space to the original
network. The edges whose endpoint nodes are close in the
embedding space will be reconstructed. In the learning process, the
model enlarges the distance of the representations of controversial and
non-controversial edges, and they will not be reconstructed when
decoding. In this study, we propose to use the inner product as the
decoder and the probability matrix P = Sigmoid (ZZT). In the
comment network, there always exist comments without replies.
Such comment nodes carry little structural information, which gets
in the way of identifying the relations between them and their parent
comments. To cope with the situation, we adopt a FIXMATRIX F in the
decoder layer:

Fi,j � 1/Di if j ∈ N i,
1 otherwise,

{ , (6)

where Di is the out-degree of comment i’s parent comment and N i

represents the neighbor nodes of the parent node of comment i. As the
definition indicates, the FIXMATRIX enhances the representations of leaf
comment with other comments being to the same parent comment.
We apply a Sigmoid function to the fusion vectors to get the final
results:

P � Sigmoid F⊤Z( ) F⊤Z( )⊤( ). (7)

P is the possibility matrix, which indicates the prediction result
of whether the interaction is controversial or not. To optimize the
parameters in the model, we use cross-entropy as the objective:

L � − 1
|E′| ∑

i,j( )∈E′
1 − Y i,j( )log 1 − Pi,j( ) + Y i,j log Pi,j( ), (8)

FIGURE 6
Architecture of our framework, including graph constructing and model of the news–comment–user graph convolutional network (NCU-GCN). Z
represents the embedding vectors obtained from the encoder layer.
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where E′ is the edges used for training. Yi,j is the label with
1 representing controversy and 0 representing the opposite. The
framework of NCU-GCN is shown in Algorithm 1.

Require: the network G � (V, E) with the adjacency matrix A

1: Pretrain the model through deep belief network to

obtain the initialized parameters θ = {θ(1), . . ., θ(k)}

2: Obtain the dynamic feature matrix T, apply Eq. 2.

3: Obtain FixMatrix F, apply Eq. 6.

4: while not convergence do

5: Based on Eq. 3, obtain structural embedding result H.

6: Based on Eq. 5, use T and H to obtain node presentation

embedding results Z.

7: Based on Eq. 7, use F to obtain the probability matrix P.

8: Based on Eq. 8, obtain L
9: Use zL/zθ to back-propagate through the entire network

to get updated parameters θ.

10: end while

11: return P

Algorithm 1. NCU-GCN.

3.3 Time complexity

To use NCU-GCN for controversy detection, one has to first
calculate the dynamic and structural features and accumulate the
result counts to aN ×Nmatrix, whereN is the number of nodes. Thus,
the time complexity is O(NneighbrN), where Nneighbr is the number of
neighbors of one node. The complexity required for a single iteration
of NCU-GCN is divided into two main components, encoding
operation and decoding operation. The encoder has a time
complexity of O(3N2Hl) +O(N2L), where H is the size of the
trainable graph filter. We have l = 2. L is the output dimension of
the linear layer. Assuming that the adjacency matrix is sparse, we can
have an encoder with a complexity of O(EH2) +O(EL), where E is
the number of edges from the inputting graph. The complexity of the
decoding operation is O((L +H)NF) +O(3N2F), where F is the
output dimension of the fully connected layer. Overall, the final time
complexity for one epoch is O(EH2) +O(EL) +O((L +H)NF) +
O(N2F).

4 Results

In this section, we conduct extensive experiments to compare our
proposed model with other baselines to show the effectiveness.

4.1 Baselines

To validate the effectiveness of our method, we compare NCU-
GCN with four representative baselines, which include network
embedding approaches and graph neural networks.

• node2vec [33] keeps the neighborhood of vertices to learn the
vertex representation among networks, and it achieves a balance
between homophily and structural equivalence.

• CTDNE [42] is a general framework for incorporating temporal
information into network embedding methods, which is based
on random walk and stipulates that the timestamp of the next
edge in the walk must be larger than that of the current edge.

• GAE [40] aims at using a structure based on encoder–decoder to
get the vertex’s embedding vector of the networks, and then the
embedding vectors are used to finish the next purpose. The
encoder consists of several GCN layers.

• metapath2vec [34] is used for heterogeneous graph embedding
based on the meta-path walk to get a series of vertex containing
various labels, then heterogeneous skip-gram is used to generate
the embedding vectors. The meta-path strategy is set previously,
and it is always symmetrical.

• GAT [43] achieves advanced performance on graph embedding
problems. It uses the attention mechanism to learn the relative
weights between two connected nodes.Moreover, GAT further uses
multi-head attention to increase the model’s expressive capability

4.2 Implementation details

As for baselines, the embedding dimension of node2vec and
CTDNE is set to 128, and the optimal key parameters p and q of
node2vec are obtained through grid search over {0.5, 1, 2}. For the
metapath2vec method, the process to classify nodes is as follows: first,
we divide all nodes into three types: news, comments, and users, and
then we subdivide comment nodes; second, we formulate five meta-
paths: including comments → news → comments, comments →
comments, comments → users → comments, comments →
comments → news → comments, and comments → comments →
users → comments. Based on these meta-paths, we use the
metapath2vec method to map the original network to a 128-
dimensional vector space for quantization. For all embedding-based
methods, we adopt logistic regression (LR) and random forest (RF) as
the classifier for controversy detection. In the NCU-GCN model, we
use 32-dim latent vectors to represent nodes and we use ReLU for our
encoder layer. The optimizer used by NCU-GCN is Adam, and the
learning rate is set 1e − 2 with a weight decay value, the value is 1e − 4.
All the experiments are implemented on the platform equipped with
an Intel(R) Xeon(R) Gold 5218 CPU and an NVIDIA Tesla
V100S GPU.

Before conducting experiments, we split our dataset into training and
testing sets. We divide total edges into two types: controversial and non-
controversial. Then, we randomly sample n edges from the edges labeling
controversial and randomly sample the same number of edges from the
non-controversial edges. Then, we split into training and testing sets at the
ratio of 4:1. Specifically, we choose 80% edges labeling controversial as
positive samples of the training set and randomly sample the same
number of edges from non-controversial edges. The remaining edges
are positive testing data, and the same amount of non-controversial edges
are sampled as negative testing data.

4.3 Performance comparison

We compare the performance of NCU-GCN with the competitive
models on the dataset with AUC and average precision (AP) as the
evaluation metrics.
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As presented in Table 3, NCU-GCN outperforms other models on the
three Toutiao datasets. As a method only based on random walk, node2vec
performs the worst among all methods. CTDNE have better performance
than node2vec due to the integration of temporal information when
conducting random walk, and metapath2vec makes use of the
heterogeneity information in the comment network, which contributes to
its better performance compared with node2vec. The performance gap
between different classifiers, i.e., LR and RF, indicates that it is also important
to choose a proper classifier even for state-of-the-art embedding-based
methods. The results of the four GNN (graph neural network) methods
show that end-to-end frameworks are always better than making inference
by two-step methods, which usually obtain representations first. The NCU-
GCN (Homo) method represents a method of graph embedding based on
the homogeneity of network nodes, i.e., based on the structure of the NCU-
GCN model by modifying Equation (3) as hi � ∑j∈N 2

i ∩V
Wnxj. Overall,

NCU-GCN has better performance than other graph neural network
methods, which is due to the consideration of temporal and
heterogeneous information when designing the model. Moreover, the
results of NCU-GCN are better than NCU-GCN(Homo). This shows
that the graph-embedding results are improved by separating the nodes
according to their neighborhoodnode types than by not separating the types.

Moreover, we notice that NCU-GCN performs better on
Toutiao#2 than on Toutiao#1 and Toutiao#3. The different
expressiveness of the obtained embeddings may cause it. Thus, we
visualize the embedding vectors of edges with t-SNE. In order to
generate feature representations for an edge, we compose the learned
feature representations of the two endpoint comment nodes by element-
wise production. As shown in Figure 7, the red points represent non-
controversial edges, and the points in blue denote the opposite. Generally,
the embeddings of controversial and non-controversial edges could be
separated according to the visualizations, and some edges aremixed in the
cluster that is not of their type, especially for Toutiao#1 and Toutiao#3.
Such edgesmight result in the decrease of NCU-GCN’s performance. The
boundary of the two clusters in the visualization of Toutiao#2 is clearer
than that in Toutiao#1 and Toutiao#3. It is consistent with the
performance recorded in Table 3.

4.4 Parameter sensitivity

Here, we mainly focus on the influence of the three parameters, δ,
D, and T, on the performance of NCU-GCN. The results are shown in

TABLE 3 Performance of different methods among three subsets with respect to AUC and AP.

Method Classifier Toutiao#1 Toutiao#2 Toutiao#3

AUC AP AUC AP AUC AP

node2vec LR 0.6924 0.6306 0.7266 0.6625 0.7641 0.6973

RF 0.7559 0.6988 0.8036 0.7386 0.7758 0.7153

CTDNE LR 0.7066 0.6454 0.7241 0.6589 0.7531 0.6869

RF 0.7692 0.7044 0.8131 0.7502 0.7878 0.7253

metapath2vec LR 0.7114 0.6479 0.7191 0.6553 0.7673 0.7032

RF 0.7621 0.6976 0.8098 0.7396 0.7835 0.7362

GAE 0.7846 0.7694 0.8372 0.8065 0.8051 0.7854

GAT 0.8270 0.8095 0.8490 0.8261 0.8230 0.7992

NCU-GCN(Homo) 0.8215 0.8004 0.8545 0.8201 0.8697 0.8521

NCU-GCN 0.8324 0.8010 0.8671 0.8353 0.8647 0.8457

The bold values stand for the best performance given by the aimed methods.

FIGURE 7
Comment-embeddings visualization. (A–C) represent the results of these three subsets: Toutiao#1, Toutiao#2 and Toutiao#3.
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Table 4 where we can see that the performance improves as δ

decreases. Smaller δ represents the shorter time difference between
comment nodes and user nodes. It validates that in our Chinese
Toutiao datasets, the time difference between comment nodes and
user nodes is relatively small. It is also coincidental that there is almost
no time difference between the posting and release of a comment on
social media. Moreover, the combination of featuresD and T in feature
calculation achieves better performance than solely using D or T. The
larger D represents that a comment has more replies, which indicates
this comment is more important in the network. The results show that
the importance of the comment nodes and the reply time difference

can help controversy identification. It is consistent with the
conclusions presented in [44].

In addition, we further vary the proportion of test set α to
investigate whether NCU-GCN still performs better when only a
small amount of labeled data is available. As shown in Figure 8,
the performances of all methods decrease when the amount of training
sample reduces. However, NCU-GCN still has the best performance
compared to the baselines, showing its superior controversy detection
ability. We also notice that the performance of GAE significantly
decreases when α > 20% on Toutiao#3, and the performance of GAT
significantly decreases when α = 80% on Toutiao#2. This is because the

TABLE 4 Performance of different parameters of the NCU-GCN method among three subsets with respect to AUC and AP.

Parameter Toutiao#1 Toutiao#2 Toutiao#3

δ D T AUC AP AUC AP AUC AP

0 ✓ ✕ 0.8029 0.7343 0.8278 0.7635 0.8569 0.8002

0 ✕ ✓ 0.8347 0.7864 0.8609 0.8264 0.8643 0.8389

0.01 ✓ ✕ 0.8035 0.7331 0.8224 0.7527 0.8659 0.8160

0.01 ✕ ✓ 0.8356 0.7889 0.8623 0.8265 0.8582 0.8456

0.1 ✓ ✓ 0.8284 0.7981 0.8623 0.8265 0.8610 0.8407

0.01 ✓ ✓ 0.8281 0.8071 0.8626 0.8331 0.8626 0.8417

0 ✓ ✓ 0.8324 0.8010 0.8671 0.8353 0.8647 0.8457

The bold values stand for the best performance given by the value of the aimed parameter.

FIGURE 8
Performance of different methods on three different datasets when α changes.
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risk of overfitting the model increases as the number of training sets
decreases. As a model which also develops from GCN, NCU-GCN
adopts the FixMatrix and the temporal feature matrix T to cope with
the problem.

4.5 Misjudged cases

In addition to pursuing better performance, we also investigate
the false positive edges to find why NCU-GCN fails on these
samples. Statistically, a part of error detected edges occur due to
the low depth of the endpoint comments in the comment tree. In
other words, they possess less structural information than other
comments. Although we propose to use FIXMATRIX to alleviate the

influence, it is still hard to make precise detection under this
circumstance.

Also, we find the edges with wrong labels in the misjudged
samples, which are more common in real-world applications,
especially in semantic-related tasks. As we introduced in Sec. 1, the
obscurity of linguistics leads to the difficulty of comment labeling, even
for human annotators, and the lack of comment content may also
result in wrong labels. Figure 9 shows the three different kinds of
misdetection, in which the comments are assigned with wrong labels.
In case I, both of the comments are labeled as neutral, and the relation
between the two comments is non-controversial consequently, which
is opposed to the result given by NCU-GCN. However, the parent’s
comment is positive and the reply is negative according to their texts,
implying that the relationship is controversial. The actual label is

FIGURE 9
Samples of the comments which may get a wrong label.
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identical to the model’s judgment. It is a false-positive case where a
non-controversial edge is considered a controversial one by the model.
Similarly, case II is a truly negative one under the same situation. In
case III, the label of the parent comment is obtained by annotators’
inference according to its replies due to the lack of content. It may also
lead to wrong comment labels. In these cases, the model makes the
right judgments despite the wrong labels. It is because themodel learns
the structural patterns of controversial comments in the network,
again showing the benefits of graph-based learning for controversy
detection against the approaches solely based on semantics. It also
reveals the dilemma that high-quality annotation is essential but
always deficient in real-world applications. We may integrate
semantics into the detection model in future works to give human-
readable results, which is a possible solution to the aforementioned
dilemma.

5 Discussion

In this paper, we collect a real-world dataset from a Chinese social
media platform and construct multiplex networks connected by
multiple links. After obtaining the networks, we propose NCU-
GCN to detect controversial interactions between a comment and
its replies. Unlike the existing works, we focus on detecting
controversial interactions in social comment networks and exploit
the information from related news under the same topic and the reply
structure for more effective detection. Our paper proposes a novel
strategy for multiplex social comment networks based on the graph
convolutional network. Through training, NCU-GCN can fully exploit
the multiplex social comment network’s structural information and
dynamic features and gain an improvement compared to competitive
models. Moreover, the extensive experiments present NCU-GCN
achieving good performance with a low train–test ratio of
multiplex social comment networks. Moreover, our method can
also find some mislabeled comments. The labels of some
comments may be mislabeled, but NCU-GCN can identify them
through the graph-embedding method.

This work opens several avenues for future research. First, our
solution takes the graph-embedding method to solve the problem of
controversial detection. Though some text information is lost, it avoids
the problem of inaccurate prediction caused by semantic diversity.
Second, we incorporated time information, node importance, and
related node information into our model and achieved specific results.
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