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Inertial confinement fusion (ICF) experiments create a unique laboratory

environment in which thermonuclear fusion reactions occur within a

plasma, with conditions comparable to stellar cores and the early universe.

In contrast, accelerator-based measurements must compete with bound

electron screening effects and beam stopping when measuring fusion cross

sections at nucleosynthesis-relevant energies. Therefore, ICF experiments are a

natural place to study nuclear reactions relevant to nuclear astrophysics.

However, analysis of ICF-based measurements must address its own set of

complicating factors. These include: the inherent range of reaction energies,

spatial and temporal thermal temperature variation, and kinetic effects such as

species separation. In this work we examine these phenomena and develop an

analysis to quantify and, when possible, compensate for their effects on our

inference. Error propagation in the analyses are studied using synthetic data

combined with Markov Chain Monte Carlo (MCMC) machine learning. The

novel inference techniques will aid in the extraction of valuable and accurate

data from ICF-based nuclear astrophysics experiments.
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1 Introduction

Inertial confinement fusion (ICF) experiments use implosions to reach thermonuclear

conditions with high temperatures (T ≳ 1 keV) and densities (ρ ≳ 1 g/cc). The short-lived

plasma is sufficiently hot that thermal ions can undergo fusion reactions, at typical

densities plasma screening effects are currently modelled to be at the < 1% level [1].

Recent ICF experiments [1–3] have utilised this unique environment to perform

measurements of fusion cross sections at low reaction energies. The results of these

experiments compared favourably to previous accelerator-based measurements [4, 5] and

theoretical models [6–8] (within 1-2 standard deviations), without requiring corrections
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for electron screening and beam stopping. However, ICF

experiments possess their own set of complicating factors

including the inherent range of reaction energies, spatial and

temporal thermal temperature variation, and ion kinetic effects.

We must examine how these factors affect fusion yields to better

understand both the experiments and the effect on cross section

inference.

The fusion cross section is canonically written in the

following form:

σ K( ) � S K( )
K

exp −
���
KB

K

√[ ], (1)

where K is the reactants relative kinetic energy, S is the S-factor,

and KB is the Coulomb barrier energy. By splitting terms in this

form, the S-factor gives the nuclear physics dependent

contribution to the cross section. As the Coulombic part is

already known, cross section measurements aim to extract the

value of the S-factor as a function of reaction energy.

The probability of a reaction is proportional to the product of

the cross section and relative velocity, σv. The reactant species in

a thermonuclear plasma have a range of velocities and thus the

probability of reaction and number of fusion reactions depends

on the average σv value. Mathematically, the volumetric reaction

rate and yield of a reaction involving reactants labelled 1 and

2 are given by:

R12 � 1
1 + δ12

n1n2〈σv〉12, (2)

Y12 � 1
1 + δ12

· ∫ dV∫dt n1n2〈σv〉12, (3)

where n1 and n2 are the reactant number densities, 〈σv〉12 is the
reactivity and δ12 is a Kronecker delta to account for double

counting in homonuclear reactions. Extracting reactivity

information from a yield requires knowledge of the number

densities of the reactants and their burn time and volume.

Instead, it is preferable to perform a differential measurement

through a yield ratio. The yield ratio between reactions involving

reactants 1,2 and 3,4 is given by:

RY � Y12

Y34
� 1 + δ34
1 + δ12

· ∫dV∫dt n1n2〈σv〉12∫dV∫dt n3n4〈σv〉34. (4)

Generally, one of the reactions considered has a well-known

S-factor and acts as a reference from which the other target

reaction S-factor can be measured. A temperature must also be

measured to evaluate the reference reaction reactivity. The ion

temperature is typically measured using fusion product

spectroscopy [9–13]. However, in order to relate the yield

ratio and temperature measurements to the underlying fusion

cross section a number of approximations must be made. Listed

below are the set of approximations commonly used to infer

cross-sections from yield ratio measurements in ICF

experiments:

1. Maxwellian reactant ion velocity distributions

2. No species separation, ni/ntot = constant

3. Uniform static temperature, T = constant

4. Narrow Gamow peak, S(K) ≃ constant

Approximations (1) and (2) can only be violated if ion kinetic

effects are present, while approximation (3) is violated by spatial

and/or temporal hydrodynamic temperature gradients. Finally,

approximation (4) introduces errors even for a single

temperature plasma–the Gamow peak is the range of relative

kinetic energies over which the majority of fusion reactions

occur, a more detailed description will be given in Section 2.

In this work we will examine the yield ratio measurement and

the error associated with the common approximations made.

This will provide both quantitative estimates of the error but also

analysis techniques to reduce or remove the errors.

2 Gamow peak approximations

Within a local description of a plasma, ions have a range of

velocities as determined by the distribution function. Therefore,

there is an inherent range of relative velocities in the reactants.

The number density of reactions at a given relative kinetic energy

is given by:

dN � n1n2vrσ K( )g K( )dK, (5)

vr �
���
2K
m12

√
, (6)

where g(K) is the distribution of relative kinetic energy in the

reactants, vr is the relative velocity and m12 is the reactants’

reduced mass. The cross section more than exponentially

suppresses reactions a low K, while typical ion velocity

distributions are decreasing functions of K. Therefore, the

product of the cross section and vrg(K) define a peaked

window of probable reaction energies known as the Gamow

peak. For Maxwellian reactants at temperature T:

vrg K( )∝K exp −K
T

[ ]. (7)

Integrating Eq. 5 over all energies gives rise to the following

reactivity:

〈σv〉∝ ∫Kσ K( )exp −K
T

[ ]dK. (8)

Yield ratios depend on these reactivities and we wish to relate

them to the form of the cross section. Using the canonical form of

cross section, we can separate the fast Coulomb barrier

penetrability from the slow S-factor dependence. The product

of the Coulomb barrier penetrability and the reactant K

distribution is the primary determinant in the form of the

Gamow peak. Now, the S-factor is sampled across the narrow
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Gamow peak giving an opportunity for an energy-resolved

measurement. The problem is greatly simplified by working in

the natural energy unit of the Gamow peak energy [14, 15], KG.

At a given temperature, this is the most probable (modal)

reaction energy.

KG � KBT2

4
( )1/3

, (9)

ϵ � T

3KG
� 1
τ

( ), (10)

where we include the definition of Clayton’s large dimensionless

parameter [15], τ. Using this canonical variable transformation

leads to a reactivity formula of the form:

〈σv〉 � 4������
2πm12

√
T

3
2
∫∞

0
S K( )exp −f K( )

ϵ[ ]dK, (11)

f K( ) � 1
3

2

���
KG

K

√
+ K

KG
( ) (12)

If ϵ≪ 1, then this reactivity formula is a Laplace-type integral and

the saddlepoint method will give a good approximation [9]. A

temperature-dependent effective S-factor can then be

constructed which takes into account the finite width of

Gamow peak, the energy dependence of the S-factor and the

innate skew of the Gamow peak [14].

Seff � 1���
4πϵ

√ 1
KG

∫∞

0
S K( )exp −f K( ) − 1

ϵ[ ]dK, (13)

〈σv〉 � Seff T( ) · 4
3

��
2
3

√
exp −1/ϵ[ ]
ϵ

������
m12KG

√ . (14)

Figure 1 shows the saddlepoint approximation for the Gamow

peak and the ratio of effective S-factor to the S-factor evaluated at

the Gamow peak energy for a resonant and non-resonant

reaction. It is the effective S-factor which governs the

reactivity beyond that given by the Coulomb barrier

penetrability. Solar fusion reactivities are often calculated

using the effective S-factor form of reactivity [7]. Any plasma

screening effects can also be absorbed into the effective S-factor,

in this work we will assume weak plasma coupling which is valid

for typical ICF conditions [1] and therefore neglect screening

effects. Experimental yield ratio measurements are direct

measures of effective S-factors. Any microscopic cross section

measurement at a single energy must be inferred from a

measured effective S-factor. The level of approximation

determines the accuracy of this inference.

Similar to the saddlepoint approximation to the Gamow

peak, the small parameter ϵ can be used as an expansion

coefficient for the effective S-factor. This expansion will give a

formula relating the effective S-factor to the nuclear S-factor [16]:

S N( )
eff ,ϵ � ∑N

n�0
SnK

n
GδA,n ϵ( ), (15)

Sn � d n( )S
dK n( )

∣∣∣∣∣∣∣∣K�KG

. (16)

Full expressions for δA,n are given in Supplementary Appendix

SA, these terms can be used to evaluate the accuracy of the

Gamow peak approximation. As long as ϵ is sufficiently small to

validate the expansion, these equations provide the relationship

between effective and nuclear S-factors. As shown by Eq. 15, the

value of the effective S-factor is sensitive to local behaviour of

S(K) around the Gamow peak energy, beyond just the value of

S(KG). For non-resonant reactions a linear or quadratic order

expansion of S(K) will likely be sufficient. As shown in Figure 1,

the deviation between effective and nuclear S-factors is larger for

resonant reactions and therefore more expansion terms would be

required to maintain accuracy; it is therefore preferable to use

resonant reactions as reference reactions. At higher temperatures

or ϵ, the Gamow peak will be broader and thus sample the

S-factor over a larger range of energies. Consequently, more

terms may be required for accuracy at higher ϵ.
As discussed in Section 1, yield ratio measurements are used

to infer target reaction S-factors relative to a well-known

reference reaction. If we permit ourselves to utilise

approximations (1)–(3), this inference uses the following

equation:

FIGURE 1
(A) The normalisedGamowpeak for ϵ values of 0.02 and 0.05.
The solid lines use the exact form and the dashed lines show the
saddlepoint approximation, which is valid for ϵ≪ 1. (B) The ratio of
Seff (as defined in Eq. 13) to S(KG) for the resonant D (T,n)α and
non-resonant D (D,n)3He reactions. These are evaluated using the
Bosch-Hale cross section fit [8].
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Seff , tar � Seff , refRfRGRY, (17)
where:

RG T( ) � C0 exp χ T( )[ ], (18a)
χ � 3

41/3
K1/3

B,tar −K1/3
B,ref( )T−1/3, (18b)

C0 � m12Z3Z4

m34Z1Z2
( )1

3

, (18c)

Rf � 1 + δ12
1 + δ34

· f3f4

f1f2
, (18d)

where the target reaction involves species 1 and 2, and reference

reaction species 3 and 4. The particle charges are Zi and the

concentration fractions are fi. The exponent function χ(T) is set

by the difference in the two reactions’ Coulomb barriers. These

equations can be used to evaluate the target reaction Seff from

knowledge of the reference reaction effective S-factor. For non-

resonant reactions, we expect the effective S-factor to be closely

related to the nuclear S-factor evaluated at the Gamow peak

energy. More formally, we can define a ratio of these terms, RS,

such that:

Seff � S0RS, (19)

Accurately computing RS requires a-priori knowledge of the

S-factors’ behaviour about KG. This is unsurprising as a range of

reaction energies is sampled in a thermal plasma. Without this

a-priori knowledge, low order approximations to RS must be

made. It is worth noting that all errors associated with

approximating RS can be avoided if the effective S-factors are

used. The effective S-factor is a more natural quantity to work

with when considering fusion reactions in thermal plasmas, both

in terrestrial fusion and astrophysics. In thermal plasmas

temperature, reactivity and hence the effective S-factor have

well-defined relationships between them and thus bypass the

need to reference energy-dependent nuclear S-factors.

Comparison between accelerator S-factor data in the energy

domain and Seff in the temperature domain is non-trivial.

With sufficient accelerator data, Eq. 13 can be used to convert

from the energy to temperature domain and allow direct

comparison of accelerator and ICF inferred effective S-factors.

Within the literature, a commonly studied non-resonant

reference is D (D,n)3He—we will use this as a case study for

errors introduced by approximations toRs. Figure 2 compares a

precise numerical evaluation and various orders of the ϵ-series.
We see that an accurate approximation to RS can be found with

the N = 1 ϵ-series over the temperature range relevant to fusion

plasmas. This presents an alternative method for relating the

effective and nuclear S-factor. If we assume the nuclear S-factor is

linear over the whole Gamow peak then [15]:

S K( ) → S0 + S1 K −KG( ), (20a)

Seff � δA,0 S0 + S1
δA,1
δA,0

KG[ ]
� δA,0S KG + δA,1

δA,0
KG( ) (20b)

It is simple to show that the argument of S(K) above is the mean

energy for the Gamow peak [17], �KG. Due to the positive skew of

the Gamow peak (c.f. Figure 1), the mean is greater than the

modal energy i.e., �KG >KG for all temperatures. Rearranging the

above gives a equation for the nuclear S-factor at �KG:

S �KG( ) � Seff
δA,0

, (20c)

�KG � KG + 5
6
T +O ϵ( ). (20d)

It is important to make a distinction here between KG, �KG

and the mean reaction energy, 〈K〉. As discussed above, KG and
�KG are the mode and mean energies of the Gamow peak where

we exclude the nuclear contribution to the cross section.

Including the full cross section gives the true reaction rate

averaged reaction energy, 〈K〉. This will be close in value to
�KG for non-resonant reactions. It is worth noting that 〈K〉 can be
measured from the first and second moment of the fusion

product spectra [10].

In summary, the nuclear S-factor can be inferred from a

measured effective S-factor for non-resonant reactions with low

error. This does require additional correction factors to be

evaluated which will depend on the local behaviour of the

nuclear S-factor about the Gamow peak. This complicates the

inference as a-priori information on the S-factor is required.

Avoiding this complication by assuming S(K) is linear or

constant over the whole Gamow peak can introduce errors

from a few percent to tens of percent depending on the

temperature and reactions. It is therefore vitally important to

consider the acceptable level of approximation and when

FIGURE 2
Plot showing the ratio of effective to nuclear S-factor,
RS � Seff(T)/S(KG), for D (D,n)3He at varying levels of
approximation given by S(N)eff,ϵ as defined in Eq. 15. The black dashed
line shows a numerical evaluation of RS using the Bosch-
Hale cross section fit [8]. Literature results [1] have utilised the N =
0 approximation to Rs.
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necessary introduce a-priori information on the nuclear S-factor

to improve the accuracy of the inference.

3 Hydrodynamic plasmas

3.1 Temperature variance

In the previous section we consider reactions from an

isothermal fusion plasma. In ICF experiments the temperature

rapidly varies in space and time. Therefore, there is an inherent

range of temperatures in which fusion reactions are occurring.

The reaction-weighted temperature distribution will have a mean

temperature (T) and variance (σ2T) which we must now include

in our analysis. The reaction-weighted (or burn-average)

temperature can be inferred through primary fusion product

spectroscopy (for appropriate reactions). The temperature

variance can be inferred from multiple reactions’ burn-average

temperatures [18] or remain a free parameter with constraints on

its magnitude obtained from hydrodynamics simulations. For

reference, hydrodynamic simulation results from Casey et al. [1]

give a range of 10%–50% for the ratio of burn-weighted standard

deviation to mean temperatures. In this section we will quantify

the effect of these temperature variances on yield ratios.

Previous work by Kabadi et al. [18] derived a second order

yield-temperature relation which included the effect of

temperature variance. We can extend this work to the

effective S-factor reactivity formalism by including a

correction factor, RT, to the yield ratio formula to account for

temperature variance:

Seff , tar � Seff , refRfRGRTRY, (21a)
The second-order correction factor is then given by:

RT � 1

1 + σT
T( )2ΓT, (21b)

ΓT � T2

2
〈σv〉ref
〈σv〉tar

d2

dT2

〈σv〉tar
〈σv〉ref

( )
� χ2

18
+ χ

9
3s1 − 2( ) + 1

2
s2[ ], (21c)

where s1 and s2 are functions of the target and reference reaction

effective S-factors:

s1 � Seff , ref
Seff , tar

· T d

dT

Seff , tar
Seff , ref

( ), (21d)

s2 � Seff , ref
Seff , tar

· T2 d
2

dT2

Seff , tar
Seff , ref

( ). (21e)

The temperature-dependent function ΓT can be used to

explore fusion reactions’ sensitivity to temperature variance.

As one might expect, yield ratios are sensitive to the local

behaviour of the effective S-factor when there is a range of

temperatures. As in the previous section, we must evaluate

whether this sensitivity precludes an accurate inference of the

target reaction S-factor. Separate to S-factor gradients, it is clear

that a significant correction will arise from reaction pairs with

large differences in Coulomb barrier penetrability. Figure 3

explores the temperature dependence of ΓT for the reaction

pair 3He (D,p)α and D (D,n)3He. We find that a temperature

variance correction including only the Coulomb barrier terms,

i.e., s1 = s2 = 0, provides a good estimate of the effect on yield ratio

for the reaction pair 3He (D,p)α and D (D,n)3He, for T < 30 keV.

However, the effect of temperature variance on yield ratio can be

large and therefore it is vital to include it in the analysis.

3.2 Synthetic data study

We will use synthetic data to illustrate the propagation of

errors involved with both our assumptions and typical

measurement uncertainties. We will use the non-resonant

reactions p (D,γ)3He and D (D,n)3He as our first target/

reference pair. This will allow a comparison to recent ICF-

based measurements by Zylstra et al. [3].

FIGURE 3
(A) Plot showing the temperature dependence of the
second-order yield ratio temperature variance correction, ΓT.
Including the effect of the effective S-factor temperature is shown.
(B) Plot showing the RT value for Gaussian distributions of
burn-averaged temperatures, denoted N (μ, σ) where μ and σ are
the mean and standard deviation, respectively. Numerical
evaluations are shown as black lines. Green lines show the
second-order expressions for RT using ΓT, while the blue lines set
s1 = s2 = 0.
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We will use the Bosch-Hale [8] fit for D (D,n)3He and the

Adelberger et al. [7] fit for p (D,γ)3He to create the synthetic data.

These fits use accelerator-based data down to nucleo-synthesis

relevant energies, additional modern data is available for these

reactions [21–23]. For measurement uncertainties we assume: a

10% uncertainty in the yield ratio, 0.2 keV error in the spectral

temperature [9], 1% uncertainty in the fuel fill fractions and 5%

uncertainty in the D (D,n)3He S-factor. There are additional

known unknowns which increase the uncertainty in our

inference. The spectral temperature (Ts) is inflated above the

burn-averaged temperature by fluid velocity effects [11–13], for

D (D,n)3He this is given by 2mDσ2v where σ
2
v is the fluid velocity

variance. In addition, there is an unknown amount of

temperature variance (σ2T) in the fusing plasma. For the

chosen reference and target reactions it is not possible to use

spectroscopic measurements to approximately account for these

effects [18]. Instead, in this analysis, we will introduce these

hydrodynamic effects as “nuisance” parameters with known half-

normal (> 0) priors. These are chosen such that there was a 5%

probability of σT > 0.6T and 2mDσ2v > 0.4T. To rigorously capture

the propagation of errors, we utilise Markov Chain Monte Carlo

(MCMC) to extract the posterior distribution of Seff, pD which is

consistent with the yield ratio measurement using the model

given by Eq. 21a. MCMC methods [24] create samples from the

product of likelihood and prior distributions i.e. the posterior

distribution. This is done by using an ensemble of Markov chains

which perform random walks where the probability of accepting

a given step depends on the posterior probability.

For the synthetic data study, we will also assume no a-priori

information on the target reaction effective S-factor and thus we

will drop the s1 and s2 terms in ΓT. The second part of the

analysis is to extract the nuclear S-factor from the effective

S-factor to allow comparison with accelerator data. This can

be done using a 0th or 1st order approximation forRS as defined

in Section 2. The detailed summary of input parameters,

likelihood, priors, number of steps and autocorrelation time is

given in Table 1.

Figure 4 shows the results of this synthetic data study. It is

seen that the effects of fluid velocity and temperature variance

introduce a systematic error of a similar order to the local

behaviour of the S-factor around the Gamow peak. This

systematic error will be increased for implosions with larger

TABLE 1 A table summarising the Bayesian model and MCMC sampling statistics for the two synthetic data studies in this work.

Synthetic data
study:
target/References

Input
Parameters (p)

Log Likelihood Priors Autocorrelation
time, τAC

Hydrodynamic p (D,γ)
3He/D (D,n)3He

Seff,pD, Seff,DD, fD, T,
σ2T , σ

2
v

−1
2 (RY*−RY(p)

σRY
)2

−1
2 (Ts′−Ts(p)

σTs
)2
DD

Seff ,DD/SBHeff ,DD ~ N (1, 0.05), fD ~ N (0.5, 0.01),
σT ~ N 1/2(1.62 keV), 2mDσ2v ~ N 1/2(1.08 keV)

100

Kinetic D (D,n)3He/
D (T,n)α

Seff,DD, Seff,DT, 〈TD〉DD,
θ, σ2TD

, σ2v
−1
2 (RY*−RY(p)

σRY
)2

−1
2 ∑
DT,DD

[(Ts′−Ts(p)
σTs

)2]
Seff ,DT/S

BH
eff ,DT ~ N (1, 0.05), σTD ~ N 1/2(3 keV),

2mDσ2v ~ N 1/2(2 keV)

105

A χ2 log likelihood function is used for the observables of yield ratio and spectral temperatures which have 10% and 0.2 keV errors, respectively. The starred values denote the exact

calculated values (the synthetic observable) and model values are given as functions of the input parameters, p–full details of the synthetic observable models are given in Supplementary

Appendix SB. Priors are defined with either Gaussian,N (μ, σ), or half-normal,N 1/2(σ) distribution, where μ and σ denote the mean and standard deviation. The superscript BH denotes

the Bosch-Hale evaluation [8] of the respective S-factor. For the kinetic synthetic data study, the presence of species separation precludes prior distribution estimation of fuel fractions

(instead a fixed value was used to illustrate potential error). The MCMC was performed with the Python library emcee [19] which implements Goodman and Weare’s ensemble sampler

[20]. In both studies, 32 walkers each taking 50,000 steps were used for sampling for a total chain length of 1.6 million (≫ τAC). For parameter estimation from the chain, the first 2τAC
samples were removed, and the remaining samples are down-sampled by τAC/5 giving ~80,000 random samples.

FIGURE 4
(A) Plot showing the probability distribution function (PDF) of
the inferred p (D,γ)3He effective S-factor for two different sets of
assumptions on plasma conditions. For the study: the burn-
averaged and spectrally inferred temperatures were 5.40 and
5.65 keV, respectively, the temperature standard deviation was
1.62 keV and the p/D fuel fractions were 50/50. The associated
uncertainties are given at the beginning of Section 3.2. (B) Plot
showing the inferred and “true” [7] nuclear S-factors from the
synthetic data study. The crosses denote the centroid of the PDF
and they are surrounded by the 1σ contour, all inferences exhibit ~
18% error. The zeroth order estimates (S(0)0 ) assume Seff ≈ S(KG),
while the first order estimate (S(1)0 ) uses Eqs 20a–20d. For
reference, the Gamow peak is shown in red. The MCMC was
performed with the Python library emcee [19], PDFs shown here
use ~80,000 samples, see Table 1 for more detail.
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deviations from uniform conditions or for reactions with

stronger sensitivity to temperature variance. It is also clear

that the local behaviour of the S-factor around the Gamow

peak is of equal importance. When these effects are properly

accounted for, this synthetic data study suggests the analysis

presented above can be highly accurate and remove much of the

systematic error. This synthetic data study is directly comparable

to the p (D,γ)3He measurement by Zylstra et al. [3]. Using a

uniformmodel, Zylstra et al. found a S-factor above model values

[7] and recent accelerator data [25]. Using the hydrodynamic

model described here would improve agreement between the ICF

and accelerator measurements. Improvements in experimental

uncertainties, particularly for the yield ratio measurement, will be

necessary to reduce the remaining random error in the inference.

Simulation studies could also be used to improve our priors on

temperature variance and spectral broadening by isotropic flows.

Alternatively, experiments with multiple reference reactions

could be used to measure these effects independently.

4 Kinetic plasmas

Shock-driven ICF implosions can operate in a regime where

the ion mean free path is large compared to gradient length

scales. This gives rise to ion kinetic effects which violate many of

the approximations of hydrodynamics. In the following we will

consider the effect of species separation, thermal decoupling and

non-Maxwellian velocity distributions on fusion product based

diagnostics.

4.1 Species separation

Ion kinetic effects can cause the concentration of reactants to

spatially and temporally vary. This will have an effect on the

yields by modifying the reactant number densities and therefore

the yield ratio and subsequent S-factor measurements.

It is considerably easier to consider plasmas with only two

reactants which have both hetero- and homo-nuclear fusion

reactions, for example a DT mixture. The concentration

fractions, denoted fi for species i, then satisfy

f2 � 1 − f1, (22)

simplifying the dependence down to just a single variable, f1, for

which we define:

f̂1 ≡
∫∫f1n2〈σv〉dVdt∫∫n2〈σv〉dVdt , (23)

α1 ≡
Var f1( )

f̂1 1 − f̂1( ), (24)

where both f̂1 and α1 have values between 0 and 1 by definition

and Var(x) is the variance in variable x. The normalised variance,

α1, makes use of the Bhatia-Davis inequality to ensure it is

bounded between 0 and 1. In addition, the mean squared

concentration can be related to f̂1 and α1 as follows:

f̂2
1 � Var f1( ) + f̂

2

1 � f̂1 1 − f̂1( )α1 + f̂
2

1 (25)

From Eqs 22–25, one can find the lowest order effect of fuel

fractions on the associated yield ratios:

Y11

Y12
~ Rf′ ≈

1
2

f̂2
1

f̂1 − f̂2
1

� 1
2

α1
1−α1 + f̂1

1 − f̂1

⎛⎝ ⎞⎠, (26)

Y11

Y22
~ Rf′ ≈

f̂2
1

1 − 2f̂1 + f̂2
1

�
f̂1

1−f̂1
+ α1

1−f̂1

f̂1
+ α1

⎛⎜⎜⎜⎜⎝ ⎞⎟⎟⎟⎟⎠. (27)

It is clear that even if the mean concentration remains fixed,

increased variance in the concentration acts to increase the yield

ratio of homo-to hetero-nuclear reactions (Y11/Y12). For the ratio

of homo-nuclear reactions (Y22/Y11), if f̂1 < 0.5 then variance acts

to decrease this yield ratio. Conversely, for f̂1 > 0.5 variance acts to

increase this yield ratio. If all other contributions to the yield ratios

are known, these two yield ratios can be used to find f̂1 and α1.

Without full information of the other contributions, species

separation can create large uncertainties if f̂1 and α1 are

unconstrained. Species separation also modifies the spatial and

temporal dependence of the reaction rate, this has an indirect effect

on spectral measurements by altering the burn-averaging. A

quantitative study of these terms will be given later in this section.

4.2 Thermal decoupling

The second ion kinetic effect we will consider is thermal

decoupling between the reactant species. This is where the

different ion species have different temperatures but still

maintain a Maxwellian distribution of velocities. Thermal

decoupling is expected to occur as strong shocks deliver

different amounts of energy to different ion species depending

on their ion mass and charge [26, 27]. If inter-species

equilibration times are longer than the fusion burn period

then the separate species temperatures will affect fusion

reactivity and spectra.

As shown in Eq. 5, the reaction rate and reactivity is

determined by the distribution of relative kinetic energies.

First we will consider a locally uniform thermally decoupled

plasma. It can be shown [9, 28] that the reactivity forMaxwellians

with separate temperatures is equal to the single temperature

Maxwellian reactivity evaluated at a mass weighted temperature:

Tr12 � m2T1 +m1T2

m1 +m2
. (28)

Separately, the spectral temperature, which determines the

width of the fusion product spectra, depends on the average
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centre of mass kinetic energy [10]. When reactants have separate

temperatures, this introduces correlation between the relative

and centre of mass velocity. This modifies the relationship

between thermal and spectral temperature due to the cross

section weighting. The spectral temperature from a thermally

decoupled plasma is then given by:

Tth
s12 �

m1T1 +m2T2

m1 +m2

+2
3

T2 − T1

m1T2 +m2T1
( )2

m1m2 〈K〉12 − 3
2
Tr12( ). (29)

The second term in Eq. 29 is often neglected [29], it can

however cause a significant increase in spectral temperature for

large temperature separations. The superscript th is included to

show that this is the spectral temperature without the effect of

fluid velocity Doppler broadening. The average reaction energy,

〈K〉, can be calculated from the formula of Brysk [9] and Eq. 14:

〈K〉 � T2 d

dT
ln T

3
2〈σv〉( ) � KG + 5

6
T + T2

Seff

dSeff
dT

, (30)

where for thermally decoupled plasmas the above formula is

evaluated at the reactivity temperature, Tr12.

Thermally decoupled ICF plasmas will also have spatial

and temporally changes in temperature; potentially with

species separation as well. Therefore, the effect of burn-

averaging must also be considered. For the hetero-nuclear

reactions, the spectral width will depend on the burn-averaged

value of Eq. 29, making it non-trivial to extract reactivity

temperatures from spectral measurements. It is more

straightforward for the homo-nuclear reaction as the

spectral temperature, 〈Ts11〉, is simply the burn-averaged

temperature, 〈T1〉11, plus a fluid velocity variance term.

Kabadi et al. [18] provided a methodology to extract an

averaged temperature ratio T2/T1 using yield and spectral

measurements from both hetero- and homo-nuclear

reactions in the absence of species separation and fluid

velocity. Note this methodology requires knowledge of the

reactivities for both reactions i.e., known S-factors. We will

follow from this methodology while maintaining the species

separation terms from the previous section. First, the yield

ratio can be manipulated to the following form:

Y12

Y11
� 2

1 − f̂1
α1

1−α1 + f̂1

⎛⎝ ⎞⎠∫∫n21〈σv〉11RdVdt
Y11

, (31)

R T1, θ( ) � 〈σv〉12 θ T1( )
〈σv〉11 T1( ) , (32)

θ � Tr12

T1
� m1 · T2

T1
+m2

m1 +m2
. (33)

We will assume the thermal decoupling parameter, θ, is

approximately constant over the burn volume and time. This

allows us to use the same model as used for single temperature

plasma with T1 expanded about homo-nuclear burn-averaged

temperature, 〈T1〉11, and the species separation fuel fraction

term, Rf′ :

Seff , 12 θ〈T1〉11( ) � Seff , 11 〈T1〉11( )Rf′RG′RT′RY, (34a)

RG′ � m12Z1θ
2

m11Z2
( )1

3

exp χ′[ ], (34b)

χ′ � 3
41/3

KB,12

θ
( )1/3

−K1/3
B,11[ ]〈T1〉−1/311 (34c)

RT′ � 1

1 + σT1
〈T1〉11( )2ΓT′ , (34d)

ΓT′ � χ′2

18
+ χ′
9

3s1′ − 2( ) + 1
2
s2′ (34e)

To proceed we need estimates of θ, 〈T1〉11, σ2T1
and Rf′ . If

available, information from spectroscopic measurements can be

used to constrain these parameters. However, this is non-trivial.

The measured spectral temperature for the homo-nuclear

reaction will be inflated above 〈T1〉11 by fluid velocity

variance [11–13], σ2v . The measured spectral temperatures are

given by:

〈Ts11〉 � 〈T1〉11 + 2m1σ
2
v, (35)

〈Ts12〉 � ∫∫1−f1

f1
n21〈σv〉11T1PdVdt

Y12
+ m1 +m2( )σ2v, (36)

P T1, θ( ) � Tth
s12 T1, θ( )

T1
R T1, θ( ) (37)

It is clear from the form of 〈Ts12〉 that it will be sensitive to

correlations of reactant concentration and temperature.

Quantifying this correlation will introduce additional

parameters. Instead, we consider the zeroth order effect of

reactant concentration on the burn-averaging i.e., a

multiplicative factor of Rf′ on the yield integrals. Then,

expanding P in T1 about 〈T1〉11 at constant θ yields:

〈Ts12〉 ≈
Tth
s12 〈T1〉11, θ( )

RT′
1 + ΓTs12

σT1

〈T1〉11
( )2( ) (38)

+ m1 +m2( )σ2v
ΓTs12 � s1′ + χ′

3
[ ] (39)

+ 〈T1〉211
Tth
s12 〈T1〉11, θ( )

d

dT1

Tth
s12

T1
( )T1�〈T1〉11,

With the approximations applied above, the derived system is

both under-determined and non-linear, with 6 unknowns (θ,

〈T1〉11, σ2T1
, Rf′ , σ2v and the target effective S-factor) and up to

3 measurables (yield ratio and two spectral temperatures). An

additional issue is the potential degeneracy of thermal decoupling

and fluid velocity variance. If m2 >m1, then increased T2 over T1

has the same effect on the spectral temperatures as increased σ2v .

One approach to tackle this would be to further expand the

system and constrain the problem by introducing additional

spectral information such as the isotropic mean shift [13, 30, 31].
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However, very small errors (< 5 keV) are required on these

measurements to isolate the fluid velocity variance effect from

the spectral temperatures—for DT neutrons this corresponds to a

< 9 km/s error on the isotropic velocity which is outside the

current capabilities [30, 31]. Alternatively, priors on the

magnitude of fluid velocity and temperature variance are

necessary—this is the approach which was used in Section 3.2.

Separate to these effects, it is worth noting that the species

separation term only affects the yield ratio measurement

i.e., it is not constrained by additional spectral measurements.

Therefore, an external estimate on Rf′ is required to infer the

target S-factor value.

A synthetic data study can be used to explore S-factor

inference in the presence of species separation and thermal

decoupling. The reference reaction is taken as D (T,n)α and

target D (D,n)3He such that neutron spectral measurements can

be included in the analysis. While both of these reactions are well

known, this study serves to test the efficacy of the model when

complete spectral information is available. To provide a suitably

generic set of test conditions, we consider a multivariate normal

distribution of reaction rate weighted temperatures and

concentrations:

n2〈σv〉DDdVdt � AN μ ,Σ( ) dTDdTTdfD, (40)

μ �
TD − 〈TD〉
TT − 〈TT〉
fD − 〈fD〉

⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦, (41)

Σ �
ς2TD

CTD,TTςTD
ςTT

CTD,fDςTD
ςfD

CTD,TTςTD
ςTT

ς2TT
CTT,fd

ςTT
ςfD

CTD,fDςTD
ςfD

CTT,fd
ςTT

ςfD
ς2fD

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦, (42)

A � ∫∫ n2〈σv〉DDdVdt (43)

on the domain TD, TT ∈ [Tmin, ∞] and fD ∈ [0, 1], where Tmin is

chosen to be 0.5 keV. We expect strong positive correlation

between TD and TT as the ion species are heated by the same

processes and exchange energy through collisions. Correlations

between species concentration and temperature are more

difficult to predict. Thermo-diffusion models [32] suggest a

negative correlation between the lighter species concentration

and temperature in a “saturated” state. It is worth noting that the

above model does not have constant value of θ. Given these

physical insights, in this study the following fixed parameters are

chosen for the model defined in Eqs 40–42:

〈TD〉 � 10keV, 〈TT〉 � 15keV, ςTD
� 2keV, ςTT

� 3keV, CTD,TT � 0.9, CTD,fD � CTT,fD � −0.2,

while 〈fD〉 and ςfD
are varied to investigate the effect of species

separation. Given a yield ratio and two spectral temperature

measurements, we can infer the product Rf′ Seff ,DD, c. f. Equation
34a. Without further information, these terms cannot be separated.

For the purpose of inferring a nuclear S-factor we will assume the

“hydrodynamic” valueRf′ � 2 i.e., one that is set by the initial fuel

fractions of 50/50 DT. This assumption will cause a systematic error

in the presence of species separation. As in Section 3.2, MCMC will

be used to find the distribution of inferred S-factors given the model

outlined in this section. The same prior distributions for fluid

velocity and temperature variance as given in Section 3.2 will be

used in this analysis, although scaled to the D (D,n)3He spectral

temperature. Figure 5 shows the results of the synthetic data study

and details of the Bayesian model are given in Table 1. It is shown

that the spectral measurements can infer accurate temperature

information when both species separation and thermal

decoupling are in effect. However, species separation creates a

large systematic uncertainty in the S-factor measurement. This is

especially true when the mean concentration of reactants is altered.

A possible resolution to this would be to have use two reference

reactions. In the most straightforward application, this would utilise

both of the homo-nuclear reactions to avoid the need for additional

reactants with their own species separation effects. With known

FIGURE 5
For all subplots: blue data includes no species separation (SS),
orange data includes species separation with 〈fD〉 = 0.5 and ςfD =
0.1 and green data includes species separation with 〈fD〉 = 0.6 and
ςfD = 0.1. (A) Plot showing the probability distribution
functions (PDFs) for the inferred D (D,n)3He burn averaged
deuteron temperature. The long tail arises from the unknown fluid
velocity variance contribution to the spectral temperatures. (B)
Plot showing the inferred ratio of triton to deuteron temperatures.
(C) Plot showing the PDFs of the inferred product of effective
S-factor and species separation term. (D) Plot showing the inferred
and “true” [8] nuclear S-factors from the synthetic data study. The
crosses denote the centroid of the PDF and they are surrounded
by the 1σ contour. In inferring the nuclear S-factor fromRf′Seff , we
use the “hydrodynamic” value Rf′ � 2 which is set by the initial 50/
50 DT fill. The MCMC was performed with the Python library
emcee [19], PDFs shown use ~80,000 samples, see Table 1 for
more detail.
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S-factors, the above analysis can be used to infer a value ofRf′ and
thus the magnitude of the species separation effect. As an example,

in a DTmixture one could use D (T,n)α andD (D,n)3He tomeasure

species separation and thermal decoupling effects, this could then

aid in the inference of the T (T,2n)α cross section.

4.3 Non-Maxwellian velocity distributions

Once the reactant velocity distributions are non-Maxwellian we

must revisit the definition of reactivity and the Gamow peak.

Without a-priori knowledge of the form the velocity

distributions, we have no known relationships between the yields,

spectral measurements, effective S-factor and Gamow peak energy.

This makes it difficult to relate the cross section to yield ratios. One

possible approach is to introduce a model which can predict the

kinetic ion velocity distributions in the experiment [33, 34].

Synthetic diagnostics of yield and spectra could be compared to

experimental values [33] and sensitivity to varying model S-factors

can be studied in this way. However, this cannot be used to infer an

S-factor without making the assumption that the ion kinetic model

had very accurately reproduced the reactant velocity distributions

present in the experiment. In absence of amodel, one can determine

if the reactant velocity distributions have become non-Maxwellian

via spectroscopy methods by comparison of the first two spectral

moments to the Maxwellian prediction [35]. This suggests a future

avenue of investigation into the relationship between reactivity and

spectral moments to improve understanding of yields in highly

kinetic experiments. This future work would be key in

understanding cross section measurements in the presence of

non-Maxwellian velocity distributions.

5 Discussion

Inertial confinement fusion (ICF) experiments create a unique

laboratory environment in which thermonuclear fusion reactions

occur within a plasma. Previous experiments have leveraged this

environment to perform measurements of light ion fusion

S-factors without the need for screening corrections [1–3].

However, to further increase the accuracy of ICF-based

measurements requires an examination of the physical

mechanisms affecting fusion yields and spectra. In this work we

have discussed and analysed the effects of the inherent range of

reaction energies, spatial and temporal thermal temperature

variation, and kinetic effects such as species separation.

We showed that yield ratio measurements in an uniform

Maxwellian plasma are directly related to the effective S-factors

of the reactions. By considering expansions about the Gamow

peak we were able to relate the effective and nuclear S-factors as

well as provide the commonly used saddlepoint approximation

to the reactivity ratio. It was seen that the local behaviour of the

nuclear S-factor at the Gamow peak can affect its inference. In a

hydrodynamic plasma, spatial and temporal temperature

variation was seen to effect yield ratio measurements. The

temperature variation has the largest effect on the yield ratio

when the reactants have large differences in KB due to charge

and/or mass. A synthetic data study was used to illustrate the

propagation of errors in S-factor inference in hydrodynamic ICF

plasmas. The results showed that using a more detailed model

can remove systematic uncertainty present in previous, more

approximate, analyses.

Finally, we considered the effect of notable ion kinetic

behaviours, particularly species separation and thermal

decoupling. To simplify the problem, only two species plasmas

were considered. Then, the model developed for hydrodynamic

plasmas was extended to include the ion kinetic effects. In order to

constrain thermal decoupling, additional spectroscopic data was

included via both hetero- and homo-nuclear spectral

temperatures. The dominant effect of species separation was to

alter the yield ratios. Again, a synthetic data study was used to

investigate the efficacy of these models in handling these novel

kinetic factors. It was found that thermal decoupling is well

constrained by the spectral measurements but species

separation can cause large changes in the yield ratios and hence

large systematic uncertainty in the S-factor inference.

The synthetic data studies in this work give single examples

of the inference process with chosen physical parameters and

priors subject to bias. Future work should provide a more

systematic approach to this data study. The proposed models

of distributions of temperatures, velocities and concentrations

should be compared to integrated hydrodynamic and kinetic

simulations. This will ensure confidence in the conclusions

drawn from these case studies.
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