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Objective: We introduce a new treatment verification technique to estimate the primary particle’s stopping power from prompt gamma timing measurements in proton therapy.
Approach: The starting point is the Spatio-temporal Emission Recostruction technique, which provides the time-depth distribution of the emitted prompt photons with a multiple Prompt-Gamma Timing detector setup based on Lanthanum Bromide crystals. A dedicated formalism based on an analytical approximation of the stopping power is developed to obtain the desired information. Its performance is evaluated in a proof of concept configuration via Monte Carlo simulations of monochromatic proton beams impinging on a homogeneous PMMA phantom.
Main Results: Results indicate stopping power estimations as good as 3.8% with respect to NIST values, and range estimations within 0.3 cm (standard deviation), when considering 250 ps FWHM timing resolution.
Significance: The current study shows, for the first time, the feasibility of evaluating the stopping power of primary beams with a technique that can be performed in-vivo, opening up new possibilities in the field of treatment verification and therapy optimization.
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1 INTRODUCTION
Many efforts have been made to fully exploit charged particles’ specific features to deliver the most possible optimal dose. Although the characteristic dose maximum, defined by the Bragg peak, can be well characterized in materials of known composition and physical properties, uncertainties in its determination are encountered in the clinical practice [1, 2]. Several groups have tackled this issue, developing different techniques for treatment verification based on the detection of secondary particles [3–8]. Despite the efforts made in the treatment verification field, a clinical device completely integrated in the patient routine is yet to be available. In this paper we present, for the first time, a new approach to treatment verification, based on the evaluation of the primary beam’s electronic stopping power.
As the electronic stopping power is the main component of the delivered dose and it defines the Bragg peak position, it is a critical parameter for treatment optimization. Current measurements of the stopping power rely on assumptions—i.e., conversion from photon attenuation measured via X-ray Computed Tomography (CT), which is a major source of uncertainty [9]—or require beam line adaptations and additional beam time (proton CT) [10, 11]. These measurements are mainly deployed in treatment planning and cannot be used directly as a treatment verification tool during proton therapy. In this study, the stopping power of proton beams is estimated from the measurement of prompt photons.
Prompt photon radiation is produced from the nuclear de-excitation of nuclei left in an excited state after nuclear interaction. As prompt photons are emitted along the beam track almost synchronously with the irradiation, they offer a quasi real-time way of monitoring the treatment. Different techniques based on the detection of prompt photons have been developed for range verification [12]. Focusing on the Prompt-Gamma-Timing (PGT) technique, the measurement of the Time-Of-Flight (TOF), i.e. the difference between the detection time of prompt photons and the delivery time of primary protons, is exploited to gain information about the beam [13–16]. The TOF distribution depends on the prompt photon emission points and emission times, whose cumulative distribution is related to the average motion of the primary particles inside the target. The shape of the TOF distribution changes with the particle range, and can be used for treatment verification, as it depends on the target position and stopping power, beam energy, and detector position with respect to the target [17, 18].
In an attempt to propose a solution to the long-standing issue of how to reach an optimized, fast patient-tailored treatment planning, we recently introduced a reconstruction procedure with which to assess the primary particle range from PGT measurements [16]. The procedure, called Spatio-temporal Emission Reconstruction (SER-PGT), outputs a 2D-distribution of the emission of prompt photons in the space-time domain. It relies on the Maximum Likelihood Expectation Maximization (MLEM) algorithm followed by dedicated post-processing, and has the significant feature of not requiring any information about the target composition. The most interesting innovation of SER-PGT is that, it not only provides information about the range of the particles, but it is also useful to study the motion of the protons inside the target. In the current study, we expand the premises of SER-PGT, previously used to assess the particle range only, to estimate the stopping power of proton beams. In particular, an analytical function based on the Bortfeld approximation of the stopping power [19] is developed and used to fit the SER-PGT reconstruction output to obtain the desired information. To prove the concept of this technique, Monte Carlo simulations [20, 21] of monochromatic proton beams incident on homogeneous polymethyl methacrylate (PMMA) targets were used.
The proposed approach introduces a new way to perform treatment verification. Moreover, the approach outcomes could be directly compared to the stopping power maps obtained from the patient CT conversion, so as to better understand the particle beam properties and potentially reduce uncertainties given by stoichiometric approximations.
2 MATERIALS AND METHODS
2.1 Monte Carlo simulations
Simulations were carried out with the FLUKA Monte Carlo tool, 2020 version [20, 21]. The simulated setup comprises monolithic Cesium-doped Lanthanum bromide (LaBr3:Ce) crystals arranged in a multi-detector configuration. This setup is based on the INFN MERLINO project, in which LaBr3:Ce crystals coupled to either silicon photomultipliers (SiPM) or photomultiplier tubes (PMT) will be used to measure the prompt photon arrival time, whereas the primary proton time will be provided by Ultra-Fast Silicon Detectors (UFSDs), which have shown a timing resolution of the order of 10 ps for a 50 μm-thick sensor [22, 23]. As UFSDs are able to measure single protons with excellent timing performances, they were not modelled in the simulation. LaBr3:Ce have excellent energy resolution (reaching ∼4% FWHM at 662 keV [24]), and have been found to be suitable for PGT applications [14, 17]. We simulated 110 LaBr3:Ce detectors. Each detector has a cylindrical shape, with 3.81 cm diameter and 3.81 cm height. The chosen detector size represents a compromise between energy deposition within the energy range of interest and needed timing performances. Bigger crystals are better suited for higher energies, whereas smaller crystals lead to better timing performance.
The setup is shown in Figure 1. Note that the detectors are placed asymmetrically: for the considered scenario, with the beam at the isocenter, a symmetrical configuration would only contribute to improve the statistics, without adding any additional information. Instead, we have here different information coming from the TOF of detectors placed at different angles and positions.
[image: Figure 1]FIGURE 1 | (A) Schematics of the simulated setup. A total of 110 LaBr3:Ce detectors is considered, placed asymmetrically around the target, in 5 rows along the y axis. Only the central section of the setup is shown. The proton beam is impinging towards the positive z direction in a homogeneous PMMA phantom. (B) Some exemplary TOF distributions for a 200 MeV proton beam are shown. The TOF shape changes depending on the detector position with respect to the target. A timing resolution of 250 ps FWHM was considered.
Being this a proof of concept, we considered a homogeneous 10 × 10 × 30 cm3 PMMA phantom as target. Six monoenergetic proton beams ranging from 110 to 219 MeV were simulated at the isocenter (i.e. x = 0, y = 0), with a null initial transverse size along the z axis (beam axis). Still, particles are transported according to the physics model implemented in FLUKA, which produces lateral scattering and energy straggling [25]. For each energy, a total of 107 protons was simulated, and 50 independent simulation runs were performed to increase the statistical significance of the result: 40 realizations were used for the method optimization and 10 for its validation.
The energy and interaction time of the detected events were smeared with a Gaussian distribution, considering 10% ΔE/E and 250 ps FWHM timing resolutions, respectively. Preliminary experimental investigation with the LaBr3:Ce detector coupled to either the Hamamatsu R13089-11 PMT or an in-house SiPM tile showed energy resolutions ranging from 3 to 10% in the energy range of interest. The timing resolution, on the other hand, is consistent with previous experimental findings [17]. Therefore, the characteristics of the simulated detector represent a compromise to model both the scintillation crystals and electronics features, staying on a conservative side.
An energy window between 1 and 6 MeV was also applied to discard most uncorrelated events [15, 17]. The contribution of false proton-photons coincidences, which mainly depend on the accelerator and the fine time structure of the beam, was here not taken into account. This approximation is reasonable for this proof of concept since the approach can be tested experimentally with the accelerator operating at tens of MHz or less, where the false coincidence rate is negligible.
2.2 The SER-PGT model: A quick recap
SER-PGT is able to provide an estimation of the prompt photon emission inside the target in the spatio-temporal domain (z, t), provided that several TOF distributions are given as input. In this way, the information coming from a given set of detectors placed at different positions is integrated by means of MLEM. The reconstructed 2D-histogram of the prompt photon emission positions and times reflects the collective behavior of the protons. After reconstruction, pixels below a certain threshold T with respect to the maximum reconstructed intensity are excluded to mitigate artifacts and background noise. Both the number of iterations k and the post-reconstruction threshold T need to be optimized (see Section 2.4). To estimate the proton range inside the target, the center of gravity of the positions corresponding to the last reconstructed emission time is identified as the reconstructed range R0. All spatio-temporal emission distributions were reconstructed here with a binning of 50 ps (0–5 ns) and 0.25 cm (−20–20 cm). For a full description of the algorithm, refer to [16].
2.3 Formulation of the problem
SER-PGT provides the prompt photons spatio-temporal distribution, but how do we get to a stopping power distribution from here?
Let’s first take a look at an analytical approximation of the stopping power. While the energy loss per unit distance was first described by Bethe in 1930 [26], the direct implementation of its equation is a non-trivial task. A relatively straightforward approximation can be found in Bortfeld’s description, which relies on the assumption that the Bragg curve resulting from Bethe’s equation can be described in closed form by a combination of a Gaussian and a parabolic cylindrical function [19]. Bortfeld assumes that the range inside a target R0 is related to the particle’s initial kinetic energy E0, so that [image: image], with α and p being target material- and proton energy-dependent parameters [9, 19, 27]. In particular, α is inversely proportional to the target mass density [cmMeV−p], whereas p is a number. In [19], Bortfeld describes the corresponding energy profile over distance in a target
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with [image: image] representing the distance from the target entry. The two parameters α and p are also used in the description of the stopping power:
[image: image]
Next we obtain a parametrization of (z, t) that depends on these two parameters, which can then be used to analyze the distribution in the emission space-time reconstructed by SER-PGT. The relativistic speed v of the primary proton is thus derived using the description introduced by Bortfeld:
[image: image]
with m0 the rest mass of the particle and c the speed of light. Integrating the inverse of the speed over the distance travelled inside the material yields the time t for each position z:
[image: image]
To solve this integral, we have obtained a closed solution for the undefined integral
[image: image]
where the term 2F1 is a realization of the generalized hypergeometric function [28]. The formulae implementation is done in C++ using the GNU scientific library1, and its execution times are negligible with respect to the SER-PGT reconstruction times.
As the particle range R0 can be expressed in terms of the initial particle energy, we see that the only dependence lays in E0, in the particle mass at rest m0 (which are both known values), and in the two unknown parameters α and p. Rearranging [image: image] to [image: image] and using the range estimate obtained from SER-PGT allows us to have only p as a free parameter of t(z).
The reconstructed (z, t) distribution given py SER-PGT is converted to pairs of z and t by calculating the center of gravity of the positions of each temporal bin. The resulting data points are fitted to Eq. 5 using the ROOT 6.26/00 MINUIT implementation2. An exemplary reconstructed emission is shown in Figure 2A for a 200 MeV beam impinging on PMMA. Its corresponding stopping power distribution (Eq. 2), obtained with the described fitting procedure, is reported in Figure 2B. The theoretical stopping power values, obtained from NIST3, are shown as reference.
[image: Figure 2]FIGURE 2 | (A) Spatio-temporal emission reconstructed with the SER-PGT algorithm for a 200 MeV proton beam (107 primary protons) impinging on a PMMA phantom. The reconstruction is made with 24 iterations, and a post-reconstruction threshold equal to 0.38. The black stars represent the mean value of each position at a fixed emission time. The distribution is fitted with an analytical function (red line) based on the Bortfeld approximation. (B) Corresponding stopping power distribution (red curve) and values from NIST (black points).
2.4 Optimization of the SER-PGT parameters
As seen in [16], the reconstructed spatio-temporal emission distribution depends on both the number of iterations k and the threshold T applied after reconstruction. We carried out a joint optimization of these two parameters by changing the values of k (from 1 to 100 with steps of 1) and T (from 0.025 to 0.8 with steps of 0.025). For each (k, T) combination, the resulting range R0 and stopping power distribution were evaluated starting from the corresponding spatio-temporal emission. We repeated this evaluation for all simulated energies, using 40 realizations per energy.
To assess the accuracy of the technique, the stopping power estimation SE was then compared to the NIST electronic stopping power SNIST by calculating their Mean Relative Error (MRE) averaged for all spatial bins i and 40 realizations:
[image: image]
where a bin width of 0.1 cm was considered. Calculations after the NIST particle range were not performed, leading I to range from 80 to 265 bins per realization, depending on E0. We used the MRE to assess which (k, T) combination provided the best results. As an example, the MRE distribution is reported in Figure 3A for the 200 MeV case.
[image: Figure 3]FIGURE 3 | (A) Stopping power mean relative error (B) range difference averaged over 40 realizations, (C) and range standard deviation as a function of the number of iterations k and post-processing threshold T for a proton beam of 200 MeV impinging on a PMMA phantom. The color bars were set to have in the same color both the best stopping power assessment (i.e., the pale yellow area with MRE values below 2%) and the best range assessment (again pale yellow, with [image: image] within ±0.2 cm). White areas correspond either to values outside the respective color bars or to (k, T) combinations where the fit failed.
An assessment of the range was also carried out by calculating the range difference ΔR between the estimated value R0 and the NIST expected one. We report the mean [image: image] and standard deviation σΔR of the calculated range from the considered simulation realizations, which respectively give insight into the systematic and statistical error of the range estimation. The mean [image: image] is shown for the 200 MeV case in Figure 3B.
The MRE, [image: image], and σΔR plots of all simulated energies can be found in the Supplementary Materials. The visualization of MRE and [image: image] are restricted from 0 % to 20% and ±1 cm respectively, since errors outside these ranges are not acceptable for clinical practice. Pairs of k and T producing errors beyond the defined ranges are painted white. The same goes for the combinations where the fit failed to converge to a valid solution.
As seen from Figure 3, the best range estimation does not necessarily correspond to the best stopping power estimation. Pixel-wise, the two plots do not follow exactly the same pattern and the two distributions have different shapes: this is due to the fact that the range estimation only relies on the last point of the distribution (e.g, see for reference Figure 2A), which identifies the value of R0. Instead, the stopping power depends on the whole shape of the (t, z) curve, making it more sensitive to the reconstruction result. Moreover, both estimations also depend on the initial energy, with higher energies needing less iterations, probably due to the higher number of secondaries produced and therefore detected. Further discussion on the estimation trend can be found in the Supplementary Materials.
The k and T parameters were chosen first by considering a region in the MRE distribution with consistently low values, then by locating which parameter combination minimized the [image: image] and the σΔR in the corresponding range difference plot.
3 RESULTS
To evaluate the performance of the stopping power estimation, we used 10 simulation runs. These realizations are independent of the ones used in the optimization process, so the MRE and [image: image] calculations were repeated. The chosen optimization parameters and the corresponding results are reported in Figure 4A. In addition to the MRE and [image: image], the standard deviation of the range difference σΔR is also reported as a way to evaluate the range resolution.
[image: Figure 4]FIGURE 4 | (A) Stopping power MRE (red diamond) and range difference [image: image] (black cross, averaged over 10 realizations) for each simulated energy. The chosen iteration and threshold, optimized for the stopping power estimation, are reported as (k, T). The range standard deviation σΔR is displayed as error bars. (B) Median of stopping power estimations for 10 realizations per energy. Their quartiles (0%, 25%, 75% and 100%) are reported in different color shades. The NIST reference stopping power for each energy averaged over 1 mm bins is also reported (empty diamonds). The expected ranges for the considered energies are stated in the legend.
Results show that the calculated range is very accurate for all energies, with [image: image] below 0.07 cm, except the 189 MeV case, with [image: image] equal to 0.4 cm. The standard deviation of the range difference also shows that a range resolution within 0.3 cm can be reached. As for the stopping power, MRE values show that an agreement between 13.6% and 3.8% is reached between the estimation and the NIST values, with the higher agreement reached at higher energies. This can be explained by the fact that SER-PGT is very sensitive to the number of detected events used for reconstruction. The higher the energy, the more secondary radiation is produced along the path and therefore more detected events are available for reconstruction. For example, the number of detected events was about 0.4 times lower for the 110 MeV beam with respect to the 219 MeV beam.
For visualization purposes, the obtained stopping power estimation are shown in Figure 4B. Here, the median and the estimation quartiles of the 10 validation runs are reported in different color shades.
4 DISCUSSION
A proof of concept to directly evaluate the electronic stopping power of proton beams from PGT measurements is presented. Currently, stopping power measurements include techniques such as photon CT, Dual Energy CT, or proton CT. These techniques are generally used in treatment planning, and require additional ionizing radiation to the patient and additional time. Therefore, they cannot be repeated for every fraction of the treatment. Most importantly, they cannot be performed while the treatment is being delivered, while the proposed approach could be indeed used as a real-time verification method.
Most treatment verification methods rely on the detection of secondaries to evaluate the particle range, which is a quantity indirectly correlated to the radiation dose distribution. The presented approach is based on kinematic considerations regarding the primary particle motion inside the target and should therefore represent a more direct way to perform treatment verification with respect to the state of the art. Moreover, the approach gives information about the whole beam path, instead of the integrated information given by range estimations.
The approach is promising for both treatment verification purposes, and treatment optimization strategies, as its output could be directly compared to the stopping power maps used for treatment planning. Monte Carlo simulations with homogeneous targets show that the stopping power is estimated with a mean relative error ranging from 3.8% to 13% with respect to the expected value, with slightly worse agreement found in the Bragg Peak region with respect to the plateau region (Figure 4B). In fact, the stopping power estimation becomes most sensitive at the end of the range, because of the inherent steep gradient in that region. However, in a real treatment, different beam energies are delivered in the same spot—hence, the information coming from higher energies could be used to improve the estimate of the Bragg Peak for lower energies. On the other hand, a correct estimation of the particle path up to the end of the range is most desirable, since any deviations will affect the energy profile for all the subsequent positions. Future work will include the expansion of the model to fit multiple energies together, so as to improve the overall stopping power calculation.
Better agreement is found at higher energies, probably due to an increase of the number of events used for reconstruction. Still, it should be kept in mind that the presented results highly depend on the reconstruction parameters k and T (i.e, the number of iteration and threshold), which were chosen looking at a different dataset, as described in Section 2.4. This adds robustness and allows to keep a more generalized approach that is also applicable to experimental data. Interestingly, the 189 MeV case yielded the highest stopping power agreement but also the highest systematic error in the range calculation (i.e. mean range difference), underlining the fact that the two estimations (i.e., range and stopping power) do not have the same dependency on the SER-PGT parameters. Still, it is important to keep in mind that the range resolution is consistent for all simulated energies, with standard deviations within 0.3 cm. The execution time of the stopping power estimation is dominated by the SER-PGT algorithm reconstruction times (around 6 min for 100 iterations on a personal workstation using 1 thread), with the fitting procedure taking a negligible computing time.
The SER-PGT reconstruction algorithm used in the current paper was first introduced in [16]. There, we specifically optimized the k and T parameters for the particle range evaluation, reaching a range resolution of about 0.5 cm when using 107 protons with energies between 110 and 229 MeV. The setup comprised 9 PET detector modules based on Lutetium Fine Silicate (LFS) scintillating crystals, to show the feasibility of using the same detectors to measure both β+-decaying isotopes and prompt photons. Therefore, the application of SER-PGT to different detector setups (i.e., LaBr3:Ce and LFS) demonstrates its versatility.
One of the main simplifications that we made was that Eq. 5 describes the average behavior of a group of particles undergoing only electromagnetic interactions. While this is true for many primary particles, other interactions like nuclear reactions and multiple Coulomb scattering occur, changing the path and kinetic energy of the protons. Still, the nuclear stopping power becomes significant mainly towards the end of the particle range. Therefore, focusing on the electronic stopping power alone is a reasonable approximation for the presented methodology. Even though an analytical solution was presented, its base model [image: image] is very simplistic compared to the complete description contained in the Bethe-Bloch equation. On a macroscopic scale, it still proved to be a good approximation of the proton motion and its dependence on only two free parameters is advantageous for fitting numerical data. The presented solution is valid between the target entry and the estimated particle range (see Supplementary Material).
An extremely important feature that strengthens the robustness of the approach is the complete absence of any a-priori information about the target chemical composition in both the reconstruction algorithm and the evaluation of the stopping power. Therefore, the approach does not rely on nuclear interactions, or excitation/de-excitation models implemented in the Monte Carlo tool. This is a very important point, since the need for treatment verification arises from possible mismatches between the patient CT used for treatment planning and the real anatomy during the treatment, and the inclusion of target information might lead to biased results.
Other fitting procedures, all starting from Bortfeld’s approximation, were investigated, but yielded worse results. The other procedures involved, for example, leaving both α and p as free parameters, or were based on multiple fits (i.e., the reconstructed spatio-temporal emission t(z) was first fitted with a polynomial, non-physical function, and the resulting v(z) was then fitted with Bortfeld’s description of the speed). Moreover, a numerical calculation based on the kinematic description of the energy was investigated starting from the position and time pairs, but it showed non-physical features (i.e., speeding up of the particles at the end of the range).
The selected fitting procedure was, among the investigated ones, the most consistent, showing the best accuracy. Still, for certain combinations of k and T, the fitting procedure does not converge to a valid solution. In most cases, this is due to unstable reconstruction outputs because of too few iterations or a threshold value that leaves too much background noise or removes significant parts of the distribution. Another limitation of the current procedure is the fact that the stopping power evaluation depends on the accuracy of the calculated range. A range resolution within 0.3 cm standard deviation was obtained, but how the algorithm performs with non-homogeneous targets is yet to be verified. Still, a preliminary investigation on an anthropomorphic phantom showed the capability of assessing the range with SER-PGT with an accuracy of 0.7 cm [16]. However, before approaching a more complex target with the proposed technique and assess the stopping power, careful studies must be carried out. Piece-wise homogeneous targets will be explored, to understand the contribution of α and p as a function of the homogeneous region under consideration. The current study represents the starting point towards a full understanding of the proposed approach before aiming for more complex scenarios. Extensive studies will be done in the near future to expand the approach to non-homogeneous targets and treatment plans, which might involve the use of different fitting procedures or the investigations of new algorithms altogether.
Presently, the simulation did not include false proton-photon coincidences. This allows better identification of the intrinsic resolution of the proposed method. The effect of these false coincidences will be addressed in the future by taking into account the beam time structure. The same goes for the initial transverse beam shape, which was point-like in this study. The behaviour of UFSD was not modelled in the simulation. These detectors have excellent time resolution - hence, the timing resolution of the TOF measurement is dominated by the secondary particle detectors. Currently, our UFSD is a small sensor (eight strips of about 2.2 mm2 of active area each), reaching a detection efficiency up to 24%, depending on the beam initial energy. Taking into consideration this efficiency could result in a situation in which the primary particle is not detected, but its eventual secondary photon is, adding to the random contribution. However, since the initial transverse beam width was neglected in this study, the primary particles detection efficiency was also not modelled. In any case, the total random contribution due to false coincidences can be properly included in the simulation only after a thorough characterization of the beam time structure, which depends on the particular accelerator and experimental facility used.
Since this is a proof of concept, a large number of detectors was used for reconstruction. Future work will also include the selection of a subset of detectors to understand where the most meaningful information comes from, so as to optimize and build the detector setup of the MERLINO project. In order to reach the desired timing resolution of the system (i.e. 250 ps FWHM), careful R&D will be carried out with the LaBr3:Ce detectors coupled to either PMT or SiPMs. The MERLINO setup will then be tested with proton beams in order to validate the proposed theoretical approach in a clinical environment.
5 CONCLUSION
We have introduced a new approach to estimate the stopping power with the SER-PGT technique, first presented in [16], as the starting point. The approach was tested by Monte Carlo simulations, providing excellent results in both stopping power (with estimations as good as 3.8%) and range evaluations (range resolution within 0.3 cm standard deviation), when considering energies between 100 and 219 MeV, with a 250 ps FWHM timing resolution. Further studies about how to improve the technique, especially in view of non-homogeneous phantoms, are mandatory. Nonetheless, the presented approach offers a new way to perform treatment monitoring and optimization, opening up new possibilities to study the stopping power distribution with a technique that can be performed in-vivo.
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