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As an important branch of non-destructive testing, laser ultrasonic testing has attracted increasing attention in the field of material testing because of its instantaneity, non-contact and wide adaptability. Based on the finite element method, the process of laser-excited ultrasonic signal is numerically simulated, and the influence of angled cracks on the ultrasonic signal is analyzed. In this paper, the effects of the time function, pulse width, and spot radius of a Gaussian light source are analyzed through the transient field. The different modes of the ultrasonic signal are used to fit the crack’s angle, depth, and width to complete the characteristic analysis of the surface angled crack. The results show that the displacement peak-valley difference of the direct Rayleigh wave is negatively correlated with the crack angle. The displacement extremes of the transmitted Rayleigh wave boundary are negatively correlated with crack depth and width, while the transmitted Rayleigh wave is positively correlated. This paper presents a method for the quantitative analysis of surface-angled cracks and provides a theoretical basis for further experimental verification.
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1 INTRODUCTION
Nondestructive testing has been widely employed in engineering applications as an important tool for evaluating the safety of materials [1–4]. With the development of laser technology, laser ultrasonic testing has become an important nondestructive testing technology [5–8]. This technology has a bright future because of its non-contact [9], wide-band [10], instantaneous [11, 12], and high-sensitivity characteristics [13]. It is not only suitable for remote detection in severe environments [14, 15] but also for real-time online analysis of micro-cracks [16, 17]. In the transmission process of ultrasonic signals, transmission waves, reflection waves and mode conversion waves will appear due to the influence of cracks. We can judge the defect information of the sample by analyzing the reflection or transmission waveform of the crack.
Early researchers analyzed laser ultrasonic detection based on the thermoelastic mechanism through numerical simulation. I. Arias presented a two-dimensional theoretical model for solving the thermoelastic problem and analyzed the effects of the spot radius and pulse width in generating ultrasonic signals [18]. Xu analyzed the thickness detection of an aluminum plate by laser ultrasound in terms of temperature and displacement [19]. Wang analyzed the effects of thermal diffusion and finite spatial and temporal shape pulses of lasers on the generation of elastic waves in non-metallic materials [20]. Guan studied the relationship between the half-width of a pulsed line source laser and the displacement signal characteristics of Rayleigh and Lamb waves [21]. S. Rajagopal studied the effect of the optical attenuation coefficient and laser pulse duration on acoustic pulses [22]. However, the analysis between laser parameters and the excitation ultrasound signals is limited to the displacement field, which should also include the transient temperature field and stress field.
In recent years, laser ultrasonic testing has been widely used for detecting defects. A. Cavuto built a complete axle-wheel detection model that considered the propagation of ultrasound waves into both the solid and air domains [23]. L. Bustamante proposed a hybrid laser and air-coupled ultrasonic method and achieved an error tolerance of 13.6%–17.6% [24]. Before experimental validation, mathematical analysis utilizing the finite element method is an important aspect of the procedure to better understand the physical process of laser ultrasonic detection. There are many studies on laser ultrasonic numerical simulation of angled surface cracks [25, 26]. Based on the finite element method, B. Dutton verified that the transmission and reflection coefficients are related to the Angle and length of the defect [25]. Zeng observed the changes in the amplitude and spectrum of Rayleigh waves to determine the angle of surface cracks [27]. Zhou used the method of fitting the transmission coefficient and reflection coefficient of the Rayleigh wave to quantitatively identify surface-breaking cracks [28]. Wang proved that the peak-to-valley difference of the Rayleigh echo and the crack depth can be linearly fitted [29]. Most of the research only focuses on a specific defect characteristic, which requires systematic quantitative research.
In this paper, a two-dimensional cross-sectional model of aluminum material is established for crack detection. First, the effects of the time function, pulse width, and spot radius on laser ultrasonic detection are verified through transient fields. Second, the quantitative detection of inclined cracks is carried out. The angle, depth, and width of the surface crack are obtained by numerical fitting of different modes of Rayleigh waves. The larger the difference between the peak and valley of the Y displacement of the direct Rayleigh wave (RW), the smaller the crack inclination angle. The displacement extreme value of the transmitted Rayleigh wave boundary (TRW-B) increases as the crack depth or width increases, while the transmitted Rayleigh wave (TRW) decreases. The simulation results show that the maximum error of fitting data of different modes is 4.7%.
2 THEORY AND NUMERICAL MODELS
2.1 Theoretical basis
The ultrasonic signal produced by the pulse light source can be classified as an ablation or thermoelastic mechanism. Ablation occurs when the laser power density exceeds the material damage threshold, evaporating a small amount of plasma and damaging the material in the process. When the laser power density is lower than the material damage threshold, a thermoelastic phenomenon will occur. This thermoelastic mechanism is suitable for nondestructive testing. It can generate ultrasonic waves such as shear-wave (SW), longitudinal-wave (LW), and RW to meet the detection of different defects. Under this mechanism, the material’s surface absorbs light energy rapidly and produces a heating source. The heat energy is continuously conducted to the far-field region and forms an irregular temperature field. The thermoelastic stress generated by temperature-induced thermal expansion becomes the source of excitation for ultrasound.
Since the spatial distribution of the laser beam irradiated on the isotropic sample material is axisymmetric, the physical model can be simplified to solve the two-dimensional plane problem. While ignoring the influence of thermal convection and radiation between the material and environment on the temperature variation, the heat conduction formula can be expressed as [30, 31]:
[image: image]
where [image: image] is the material density, c is the specific heat capacity of the material, T(r,z,t) is the temperature distribution at time t, k is the thermal conductivity coefficient, and [image: image] represents the heat required for the differential body to heat up per unit time. The boundary conditions of thermoelastic theory can be described as:
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where I0 is the laser peak power density, and the space function f(x) and time function g(t) can be expressed as [32–34]:
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where x0 is the abscissa of the pulse action point, r0 is the laser spot radius, and t0 is the rise time of the pulsed laser.
The transient displacement field excited by thermoelastic expansion is expressed as [30, 31]:
[image: image]
where U(r, z, t) is the transient displacement vector of the ultrasonic wave. [image: image]([image: image])∇T represents the transient force source generated by the temperature gradient. α is the thermal expansion coefficient, and λ and µ are lame constants.
The laser thermoelectricity equation is solved by the finite element method. Eq. 7 is expressed as the laser heat conduction finite element equation under the thermoelastic regime:
[image: image]
where [K] is the conduction matrix, [C] is the heat capacity matrix, {T} is the temperature vector, and {[image: image]} is the rate of change of temperature with time. [image: image] is the heat flow vector of the material. [image: image] is the heat source vector of the material.
For the propagation of ultrasonic waves, under the condition of ignoring the damping effect, the finite element equation under the linear thermoelastic mechanism is
[image: image]
where [M] is the mass matrix of the material, [image: image] is the vector acceleration, [K] is the stiffness matrix, and [U] is the vector displacement. [image: image] is the thermal stress vector.
2.2 Numerical model
Since the overall structure is symmetrical, the process can be converted from three-dimensional to two-dimensional analysis, and the laser can be converted from a line source to a point source. In this paper, the two-dimensional interface of an aluminum plate is used as the numerical model to simulate the process of laser-excited ultrasound and crack detection. The detection model of laser ultrasound is shown in Figure 1. The whole model is axisymmetric, the length is 20 mm and the width is 7 mm. The origin of the coordinate system was at the center of the aluminum material. The excitation point was set at (0, 3.5), the detection points were set on the surface at (x, 3.5). The vertex of the defect with angle [image: image] is at (7, 3.5).
[image: Figure 1]FIGURE 1 | Laser ultrasonic detection model: (A) without crack; (B) with angled crack.
In this model, Gaussian time functions, pulse width and spot radius are studied employing control variables. The influence of these characteristic properties on the excitation process is studied through the transient temperature field, stress field, and resulting displacement. The parameters of the excitation pulse light as well as the physical properties of the aluminum material used in the model are shown in Tables 1, 2. The equations should be inserted in editable format from the equation editor.
TABLE 1 | Parameters of pulsed laser.
[image: Table 1]TABLE 2 | Physical properties of aluminum materials.
[image: Table 2]3 SIMULATION RESULTS AND ANALYSIS
The laser excited ultrasound simulation process has two parts: physical thermal and structural mechanics. The pulsed laser is loaded on the aluminum material’s surface and generates a quick heat source. Transient temperature fields are formed due to the rapid accumulation of heat. The heat energy is imparted to the aluminum through thermal expansion, resulting in a transient stress field. The efficiency of excitation can be reflected in the form of stress displacement in the stress field. Therefore, the transient temperature field, stress field, and stress displacement can be used to determine the efficiency of laser excitation ultrasonic signals.
3.1 Laser ultrasonic signal generation
3.1.1 Effect of time function
It is one of the critical parts of the simulation to select reasonably the time function of the Gaussian pulse. Therefore, Gaussian pulse light sources of g1 and g2 with the same energy are analyzed, whose pulse peak power density is P1 and P2, as shown in Figure 2. The pulse power spectrum density of the laser is considerably varied under the same space function as well as different time functions with the same upper and lower limit parameters. Figure 2A has pulse durations of approximately 60 ns, while (B) has a pulse duration of approximately 20 ns However, the maximum value of P1 is less than that of P2. It can be seen that the laser’s power density increases as the time function narrows. As a result, selecting a time function should be based on personal experiment.
[image: Figure 2]FIGURE 2 | Gaussian pulse and temperature field of different time functions: (A) Gaussian pulse of time function g1; (B) Gaussian pulse of time function g2; (C)Temperature field of time function g1; (D) Temperature field of time function g2.
Different time functions induce changes in the temperature field, as seen in Figures 2C,D. The maximum temperature of the g1 function is greater than that of the g2 function at all detection points. The narrower the time function is, the less time there is for light energy to be converted into heat energy. This results in a lower temperature for the laser with a narrow time function at the same energy. Heat conduction causes a decrease in temperature away from the laser radiation point, which leads to differences in temperature at different detection points. The temperature field flattens out within 0.3 μs, which suggests that the temperature gradient is instantaneous. The time function g1 was employed in this simulation because of the higher temperature with a low power density.
3.1.2 Effect of pulse width
After a pulse energy of 0.7 mJ, and a spot radius of 0.4 mm, the pulse width of the laser was adjusted from 1 to 100 ns to evaluate the impact on the laser excitation ultrasound waves. The temperatures of different positions detected by the probe in the transverse and longitudinal directions are shown in Figure 3. Different probes are spaced 2 μm apart in both directions. 533, 483, 456, 423, 403, 389, 378, and 351 K are the maximum temperatures produced by pulse lengths of 1–100 ns at (0, 3.5). The farther away from the (0, 3.5) point, as shown in Figure 3, the lower the temperatures are both transverse and longitudinal. We consider that the difference of the pulse width causes the peak power density to change, resulting in a different temperature acting instantaneously on the sample surface, leading to a change in the transient temperature field.
[image: Figure 3]FIGURE 3 | Temperature field and displacement field: (A) Temperatures in Transverse; (B) Temperatures in Longitudinal; (C) Total displacement in Transverse; (D) Total displacement in Longitudinal.
The displacements of pulse widths detected by the probe in different directions are shown in Figures 3C,D. Figure 3C indicates that a pulse width of 1 ns reduces the displacement from 22.6 nm at point (0, 3.5) to 16.8 nm at point (0.01, 3.5), while a pulse width of 100 ns reduces the displacement from 10.25 to 8.33 nm. This shift is more noticeable in the longitudinal direction; the displacement created by the laser with a pulse of 1 ns grows from 6.25 to 22.6 nm, whereas the displacement produced by the pulse of 100 ns increases from 1.05 to 4.15 nm, as shown in Figure 3D. The temperature field determines the stress field in the laser radiation region, and a larger temperature gradient results from a faster shift in the longitudinal temperature field; hence, longitudinal stress displacement is more variable. Due to the causal relationship between temperature and stress displacement, the overall trends of temperature and thermal stress wave displacements are similar. That is, the total displacement will decay away from the laser irradiation point. Therefore, it can be seen that the narrower the pulse width of the laser is, the higher efficiency of exciting the ultrasound.
3.1.3 Effect of spot radius
Figure 4 shows the temperature field of the domain probe with varied spot radii after setting a pulse energy of 0.7 mJ and a pulse width of 10 ns The power density of the laser is directly affected by the size of the spot radius. The smaller the spot is, the higher the power density, which causes the temperature to increase. This trend is more noticeable in the smaller radius. In the case of lower than the damage threshold of the sample, the laser with a small spot radius should be selected as much as possible for exciting the ultrasound.
[image: Figure 4]FIGURE 4 | Transient temperature field with different spot radii.
The displacement caused by thermal stress can intuitively reflect the ultrasonic wave’s amplitude. The laser’s incident point was detected to obtain displacement, the X component of which is illustrated in Figure 5A and the Y component in Figure 5B. The thermal expansion force generated by thermal energy interacts with the impeding force in the normal temperature area, resulting in a relatively complex value of the X displacement component. In Figure 5A, the X displacement after 1 μs is expanded, while the 0.05 mm displacement is masked for clarity. As heat energy is transmitted within the material, the X displacement becomes more noticeable. The spot radius is shown to be inversely linked with the X displacement. The longer the X displacement component exists, the smaller the radius is. In Figure 5B, the Y displacement corresponding to the spot radius of 0.3–1.0 mm is magnified for easy observation. The maximum Y displacements from 0.05 to 1.0 mm are 343.2, 142.4, 53.4, 28.4, 17.6, 11.9, 8.6, and 3.3 nm, showing a negative correlation. The smaller the spot is, the more energy is accumulated and the higher the power density. This will result in greater stress displacement in two directions. Usually, the data required in the actual detection is the Y displacement because it can be visualized to reflect the ultrasonic wave.
[image: Figure 5]FIGURE 5 | Stress displacement: (A) X displacement in the lateral direction; (B) Y displacement in the longitudinal direction.
The wide spectrum and high amplitude of ultrasonic is one of the reasons why it is used to detect information. The influence of light spot radius on spectrum under the condition of same energy and same energy density is analyzed here. Figure 6A demonstrates that when the laser loading energy is constant, the smaller the spot, the greater the amplitude of the ultrasonic spectrum, and the information it can contain is easier to be extracted. Figure 6B shows that the spectrum amplitude of the ultrasonic wave will increase with increasing spot radius while the energy density of the laser remains constant. This is because the spatial function of the Gaussian pulse is inversely proportional to the square of the radius of the laser spot, and the size of the radius of the laser spot radiates with the same energy density without attenuation.
[image: Figure 6]FIGURE 6 | Spectrum of different spot radii: (A) Same impulse energy; (B) Same energy density.
3.2 Angled surface crack detection
Angled surface cracks are common surface defects with random angles, widths, and depths, which makes quantitative detection difficult. The surface wave excited by the laser has a good function in detecting defects that is very suitable for the quantitative detection of surface angled cracks. The ratio of the depth of the defect to the ultrasonic center wavelength (D/λ) is used to reflect the detection in various cases to increase rigor [25].
3.2.1 Angle detection
The propagation of ultrasonic waves and the mode transition that occurs following ultrasonic contact with the fracture are illustrated using a 70° crack model. Figure 7A shows different ultrasonic signals after laser irradiation for 2.0 μs The surface wave that directly reaches the crack is defined as the Rayleigh wave (RW), whose waveform is relatively apparent. At 3.1 μs, the ultrasonic waves reach the crack in Figure 7B, where the mode transition occurs. Some waves penetrate the edge of the crack and create a TRW, while other waves are reflected by it. A tiny percentage of waves are changed into mode transition shear or longitudinal waves after reflection; however, the vast majority of waves form crack-reflected Rayleigh wave (CRW). In Figure 7C, when the time reaches 3.75 μs, the TRW on the right side of the crack is reflected by the boundary, and its propagation direction reverses. After reflection, this waveform is called TRW-B. Figure 7D shows that the right-propagating reflection wave will also reflect through the right boundary.
[image: Figure 7]FIGURE 7 | Rayleigh waves at different times: (A) 2.0 μs; (B) 3.1 μs; (C) 3.75 μs (D) 4.0 μs
If no special circumstances are specified, the default feature of the crack is that the angle is 70°, the depth is 0.3 mm, the width is 0.3 mm and Rayleigh waves have a wavelength of 890 μm. Different detection points are set to determine the angle of the crack. The Y displacement components obtained from these detection points are shown in Figure 8A. The Y displacement of these detection points from (2, 3.5) to (6, 3.5) is approximately −0.18 to 0.1 nm, while the Y displacement of the detection point (7, 3.5) is a maximum of 4.12 nm and a minimum of −4.7 nm, making it the largest of the detection locations. This phenomenon occurred at both acute and obtuse angles, with acute being the most noticeable. The tilt angle of the surface cracks in the numerical simulation is changed from 20° to 160° for different angle detection. The position (7, 3.5) was chosen as the detecting point to better examine the Y displacement components.
[image: Figure 8]FIGURE 8 | Y displacement and Fitting curve: (A) Y displacement components detected by different detection points at 70°; (B) Displacement of cracks with inclination angles from 20° to 90°; (C) Displacement of cracks with inclination angles from 90° to 160°; (D) Peak-valley displacement difference.
The Y displacements at different angles are shown in Figures 8B,C, which mainly reflects the variation in the RW waveform during this period of time. From 20° to 90°, there is a time delay in RW whose amplitude of Y displacement changes significantly as well. Part of the ultrasonic energy is blocked by the angled crack and continuously accumulates at the left end of the crack, which leads to the amplitude change as well as time delays of the RW. If the angle is greater than the right angle, the energy of the RW will no longer accumulate but will directly pass which is only reflected in the amplitude of the ultrasonic Y displacement. Therefore, the main change of the RW is in the displacement amplitude with angle changing from 90° to 160°.
It is a great method to fit correlation curves to solve the problem. The relationship between the angles and RW is obtained by fitting the difference between the peak and valley of RW. The relevant result is shown in Figure 8D. The curve from 20° to 80° is steeper, and the Y displacement difference between the peak and the valley drops from 0.714 to 0.0701 nm, as seen in the figure. The curve from 80° to 160° is flatter, whose Y displacement decreases from 0.714 to 0.0250 nm. The nonlinear curve fitting’s mean square error value (MSE) is 1.771810–9. The fitting regression coefficient R2 reaches 99.947%. The expression of the fitted curve is:
[image: image]
where ΔY is the peak-to-valley displacement difference of the RW and θ is the degree of surface crack. It can be concluded that the higher the peak-valley difference of Rayleigh waves is, the smaller the surface tilt angle. Table 3 shows the data of some defect tilt angles and peak-to-peak values of direct Rayleigh waves under different crack depth/wavelength (D/λ) ratios. The trend is consistent in the case where the ratio of D/λ is less than 1.11. If the depth-wavelength ratio changes, then the peak-to-peak and Angle fitting expressions need to change as well. The quantitative correlation between the surface angle crack and Y displacement is obtained by fitting the curve, proving that it is a feasible analysis method.
TABLE 3 | Peak-peak vlaue of different ratios.
[image: Table 3]3.2.2 Depth detection
By fixing the angle and width of the crack, the depth of the crack was increased from 0.1 to 0.6 mm. The identification of crack depth was discussed in the case that the detection point and excitation point are on the same side and opposite side. The change of crack depth will cause the change of D/λ ratio, so the depth detection will include a variety of ratios.
The detection point and the excitation point were (7, 3.5) and (0, 3.5), which constituted the excitation detection on the same side of the crack. The Y displacement component based on the detection point is shown in Figure 9A. The portion of the displacement from 2.40 to 2.58 μs was RW. The Y displacement from 4.5 to 5.5 μs indicates TRW-B. When TRW-B returns to the detection site, there is a time delay, and the Y displacement gradually decreases. It can be concluded that the deeper the depth is, the longer the propagation path along the crack. Most Rayleigh waves change into body waves, resulting in a decrease in the amplitude of TRW-B, which is more obvious with the increase of crack depth.
[image: Figure 9]FIGURE 9 | Y displacement and Fitting curves: (A) Y displacement of different depths on the same side; (B) Fitting curves of TRW-B (bule) and RW’s Peak-peak (brown).
The maximum Y displacement of TRW-B and the peak-peak displacement of RW were fit to estimate the crack depth. The fitting result was shown in Figure 9B. The RW does not exhibit a monotonous change with increasing depth: it increases and then decreases slightly. The Y displacement decreases from −0.903 to −5.571 nm for TRW-B as the crack depth increases from 0.1 to 0.6 mm, which shows a negative correlation between displacement and crack depth. The expression of the TRW-B and RW fitting curve is:
[image: image]
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where Y1 is the maximum Y displacement of TRW-B, Y2 is the peak-peak displacement of RW, D is the depth of crack. The MSE of the fitting curves are 1.392[image: image]10–12 (Y1) and 1.221[image: image]10–11 (Y2), the fitting regression coefficient R2 is 99.853% and 99.889%. The maximum error of TRW-B’s fitting data is 2.42% and that of RW is 0.38%. Therefore, TRW-B and RW is suitable for defect depth identification. And the higher the fitting correlation coefficient, the more accurate the fitting result.
To place the excitation and detection sites on both sides of the crack, point (8, 3.5) was chosen as the detection point. As the RW goes through the crack, the depth feature information will be included in the waveform. Detecting the Y displacement of TRW or TRW-B on the right side of the crack can provide the necessary information. Figure 10A shows the Y displacement components of the detection points at different times. TRW is the figure from 0.25 to 0.32 μs, and TRW-B is the figure from 0.39 to 0.45 μs TRW and TRW-B are two waveforms of transmitted waves that occur at distinct times. When stress propagates to the right boundary, the propagation direction is reversed, and the original negative stress becomes positive. The stress-related Y displacement is changed from a negative to a positive value, revealing a difference in displacement between the two waveforms.
[image: Figure 10]FIGURE 10 | Y displacement and Fitting curves: (A) Different depths on the opposite side; (B) Fitting curves for TRW (red) and TRW-B (blue).
These two waveforms were fitted into the same graph, as shown in Figure 10B. TRW’s displacement value increases from −0.1128 to −0.0328 nm when the crack grows from 0.1 to 0.6 mm, while TRW-B’s displacement value drops from 0.0826 to 0.0333 nm. The trend of these two waves is symmetrical, but there is a tiny difference in displacement because the stress is somewhat lost due to the resistance during propagation. Here are the two fitting expression:
[image: image]
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where Y3 is the extreme value of the Y displacement of TRW-B, and Y4 is Y displacement of TRW. The fitting curves were convergent, TRW-B with better fitting effect was introduced. Its MSE is 1.03764 × 10–12, and the fitting regression coefficient R2 is 99.591%. The maximum fitting error is 2.7% at a depth of 0.3 mm. TRW-B’s displacement is negatively associated with depth as it increases. The measured Y displacement and fitting the expression can yield the specific defect depth, demonstrating that the depth can be quantitatively detected by fitting the curve. TRW-B is therefore convenient for determining the quantitative depth of cracks on either the same or the opposite side. At the same time, it is also suitable for the D/λ range of 0.11 to 0.67 (depth of 0.1 to 0.6 mm).
3.2.3 Width detection
The angle and depth of the crack were fixed, and the width was increased from 0.1 to 0.6 mm. The identification analysis of the width is still in the same and opposite cases. The ratio of defect depth to Rayleigh wavelength remained 0.34.
Point (6, 3.5) was taken as the detection point to keep the excitation and detection points on the crack’s left side. If the angle and depth of the crack remain unchanged, the structure impeding the propagation of RW will remain unchanged. With the increase in the crack width, the component of the RW converted to transmitted waves will be larger than the component converted to CRW. The Y displacement components at different times are shown in Figure 11A. The waveform at 3 μs is a direct CRW. The waveform at 5 μs is the right CRW, which is reflected by the boundary. To distinguish these two waveforms, they were called CRW-L and CRW-R, respectively. The Y displacement figure from 4.8 to 5.1 μs was magnified to make the relationship between CRW-R and width easier to see. Since the CRW-R wave will pass through the crack twice, the maximum Y displacement of the wave is selected for fitting, whose fitting result is shown in Figure 11B. The expression of the fitting straight line is:
[image: image]
where Y5 is the Y displacement corresponding to CRW-R and W is the crack width. The fitting regression coefficient R2 is 99.149%. The residual sum of squares is 5.0562 × 10–13. When the crack width is 0.2 mm, the simulated value is 1.93936 × 10–2 nm, and the fitted value is 1.977822 × 10–2 nm, which is the farthest point from the fitted straight line with an error of 1.98%. CRW-R is linearly and negatively linked with crack width, according to the fit results. This negative correlation also exists at other inspection points on the left side of the defect.
[image: Figure 11]FIGURE 11 | Y displacement and Fitting curve: (A) Different widths on the same side; (B) Fitting curve of CRW-R.
The detection point was (8, 3.5) to keep excitation and detection points on both sides of the crack. The Y displacement components of (8, 3.5) at different times are shown in Figure 12A. The waveform of 2.5–3.0 μs in the figure corresponds to TRW, and the waveform of 4.0–4.5 μs corresponds to TRW-B.
[image: Figure 12]FIGURE 12 | Y displacement and Fitting curves: (A) Different widths on the opposite side; (B) Fitting curve of TRW (purple) and TRW-B (red).
The extreme displacement values of TRW and TRW-B are still selected for fitting, as shown in Figure 12B. The displacement of TRW increases from −0.0631 to −0.0369 nm as the crack width grows, indicating a positive correlation between displacement and width. TRW-B’s displacement falls from 0.0559 to 0.0413 nm, indicating a negative correlation.
[image: image]
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where Y6 is the min Y displacement of the TRW and W is the width of the crack. Y7 is the TRW-B. TRW with better fitting effect was introduced here. The fitting curve’s fitting regression coefficient R2 is 99.846%. MSE is 1.30148 × 10–13. The maximum fitting error is 1.18% at a width of 0.4 mm. The essential crack width information can be obtained by detecting the TRW’s Y displacement extremes and substituting the calculation, which also proves that TRW can quantitatively identify the width while the D/λ is 0.34.
4 DISCUSSION
Most researchers rely on expensive scanning equipment and interferometers to analyze defects in metals. Their method is effective, but it is also costly, which is one of the reasons why laser ultrasonic inspection has not yet reached the industrial scale. In the past, researchers have often used frequency spectrum or correlation transmission or reflection coefficients to qualitatively analyze the defects on metal surfaces without quantitative analysis. This paper proposed a simpler method to quantitatively detect surface angled defects.
This method aims at the mode transformation and the related waveform displacement signal change during the propagation of ultrasonic waves for the angled cracks, which has good applicability. Not only did the approach of fitting different waveform displacements complete the angle detection, but it also accomplished the depth and width detection. As a result, this method can be used to quantitatively characterize metal surface defects and the maximum error between fitting and simulation is only 2.7%. The advantage of this method is that a certain defect-displacement fitting expression can be obtained according to the relationship between the measured ultrasonic displacement and the defect. According to these fitting expressions, the defect information can be obtained from the measured displacement in the subsequent measurement, reducing a certain amount of work, and all the data are carried out in the time domain. The method could be confirmed with a low-cost transducer and lead to the use of laser ultrasound as a simple industrial detection approach.
In the simulation model, parameters such as 0.7 mJ, 10 ns, and 0.4 mm were chosen to match the laser equipment used in later studies. The physical structure of the model was isotropic material and was analyzed using the a-scan results. The research will be more inclined to detect multilayer materials or composites in future experiments and investigations.
5 CONCLUSION
In this paper, the finite element model is used to simulate the process of laser ultrasonic testing. The effects of time function, laser pulse width and spot radius on the excitation ultrasound signals were investigated. Different time functions have a considerable impact on the power spectrum density, according to the simulation results. The narrower the pulse width and the smaller the spot radius, the more efficient it is to excite the ultrasound signals, and this trend is more pronounced for small pulse width or radius parameters. Different Rayleigh wave modes can be useful in detecting surface-angled cracks. The peak-to-valley difference of the Y displacement component of the RW is related to the angle of the crack. When the excitation and detection points are on the same side of the crack, the width and depth of the crack can be quantified by fitting the Y displacement of the CRW. The maximum error of the fit is 1.98% for defect feature values within 0.5 mm. When the excitation and detection points are on the opposite side, the extreme value of the Y displacement of TRW or TRW-B is related to the depth and width of the crack, whose max error of the fitting curve is 2.7%.
This paper provides a feasible method for quantitative crack analysis. The method has the potential to reduce detection analysis time and could facilitate the application of laser ultrasound detection.
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