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Application of deep learning
methods in behavior recognition
of laying hens

Fujie Wang, Jiquan Cui, Yingying Xiong and Huishan Lu*

School of Mechanical Engineering, North University of China, Taiyuan, China

Poultry behaviors reflect the health status of poultry. For four behaviors of laying
hens, such as standing, lying, feeding, and grooming, four deep learning methods
for recognition were compared in this paper, as Efficientnet-YoloV3, YoloV4-Tiny,
YoloV5, and Faster-RCNN. First, the behavior detection dataset was produced
based on the monitoring video data. Then, four algorithms, Efficientnet-YoloV3,
YoloV4-Tiny, YoloV5, and Faster-RCNN, were used for training respectively.
Finally, using the validation set for recognition, we got the mAP values for the
four algorithms: Efficientnet-YoloV3 had mAP values of 81.82% (standing), 88.36%
(lying), 98.20% (feeding), 77.30% (grooming), and its FPS values were 9.83 in order;
YoloV4-Tiny had mAP values of 65.50% (standing), 78.40% (lying), 94.51%
(feeding), 62.70% (grooming), and their FPS values were 14.73 successively;
YoloV5 had mAP values of 97.24% (standing), 98.61% (lying), 97.43% (feeding),
92.33% (grooming), and their FPS values were 55.55 successively; Faster-RCNN
had mAP values were 95.40% (standing), 98.50% (lying), 99.10% (feeding), and
85.40% (grooming), and their FPS values were 3.54 respectively. The results
showed that the YoloV5 algorithm was the optimal algorithm among the four
algorithms and could meet the requirements for real-time recognition of laying
hens’ behavior.
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1 Introduction

With the increasing demand for poultry meat and eggs, the poultry farming industry is
rapidly developing towards industrialization and scale. The information level of modern
poultry breeding has been continuously improved and enhanced [1]. The welfare level of
poultry under large-scale breeding has gradually attracted the attention of various countries
[2], and standardized farming conditions have been proposed in various countries to
improve the welfare level of poultry breeding [3]. There are many factors affecting the
welfare breeding of poultry. The significant issue is the factor of the breeding environment
[4], and the behavioral information of poultry can be a good reflection of the welfare level
and health status of poultry.

Traditional manual observation and statistics of poultry behavior are easily
influenced by farmers’ experience, time-consuming, and easy to miss detection. With
the development of science and technology, artificial intelligence breeding and non-
invasive precision breeding technology have gradually emerged [5, 6]. Artificial
intelligence breeding has good potential in solving poultry behavior detection. The
combination of sensor and AI model-driven to well detect poultry behavior [5], and
sensor monitoring for harmless sensing of poultry behavior, image monitoring, and
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sound monitoring technologies are also widely used in the poultry
breeding industry [6]. The application of the Internet of Things
and data analysis in monitoring the welfare of chickens on poultry
farms was studied using radio frequency identification (RFID)
technology [7]. RFID transponders were attached to chicken legs
to compose feedback with weighing sensors to establish an
automatic monitoring system for identifying poultry roosting
behavior [8]. It is difficult to assess behavioral changes in
chickens when humans are present, and the use of an Internet-
based camera to monitor and record chicken behavior can be
effective in assessing the level of chicken welfare [9]. The
monitoring adaptability of different vision systems and image
processing algorithms for poultry activity on breeding farms was
tested [10]. The study proposed machine vision to test broiler
health, which allows early warning and prediction of broiler
disease [11]. The sound of poultry eating has obvious
differences from normal vocalization and based on the analysis
of the combination of timbre and time change, there are proposed
3 types of poultry feeding vocal networks, which were
a high [12].
Researchers experimented on the relationship between animal

experimentally tested for recognition rate
vocalization and body weight, and the results showed that the
method can be used for early warning [13]. The monitoring
analysis of nocturnal vocalizations of poultry can provide a
practical method for poultry abnormal status judgment [14].
With the development of the computer vision method of
Convolutional Neural Network (CNN), deep learning computer
vision analysis has been continuously used for behavior detection
of animals to improve the welfare level of rural animals [15]. The
pose analysis of broilers is the basis of poultry behavior prediction.
The deep neural network is used for pose research, and the Naive
Bayes model (NBM) is used to classify and identify the pose of
broilers. The experimental method has a high recognition
accuracy for the pose of broilers [16]. Deep learning models of
convolutional neural networks (CNN) were used to identify
rumination behavior in cattle [17]. The researchers used a
convolutional neural network (CNN) to extract the feeding
features of pigs, used an image processing algorithm to
determine the situation of pigs and the feeding areas, and
identify the feeding time of single pigs [18]. The researchers
proposed the use of convolutional neural networks to identify
three important activities in sheep and demonstrate the
importance of the method in the case of data capture, and data
tagging [19]. Experts used a deep convolutional neural network to
detect the walking key points of broilers, and the extracted key
point information is input into the model for classification, and
the model provided an effective detection method for the clinical
symptoms of claudication in poultry [20]. The Kinect sensor
combined with the convolutional neural network approach was
effective in identifying the behavior of chickens [21]. Yolo
detection models are also commonly used in animal behavior
recognition. The researchers used the deep learning model
YoloV3 to identify six behaviors of laying hens and analyzed
the frequency of each behavior [22]. Comparison of the training
detection of the YoloV4  with
YoloV5 provided data support for poultry embryo detection

deep learning model

[23]. Researchers trained and tested the YoloV5 deep learning
model to identify domesticated chickens, using the Kalman filter
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principle to propose a model to track multiple chickens, and thus
improve the welfare level of chickens in animal breeding [24].

In order to achieve the real-time accurate identification of the
behavior of the laying layer, this paper analyzed and compared
through different first-and second-order target detection algorithms,
which better verified the applicability of the target detection
algorithm for poultry behavior identification and provided
experimental support for further real-time monitoring of poultry
health.

2 Materials and methods
2.1 Experimental environment

The experiment was conducted at Huixin Breeding Co., LTD.,
Lingqiu County, Datong City, Shanxi Province. The white-green-
shell laying hens in the chicken house were pure white, 7 weeks of
age, and their body weight was 750¢g-1100g. During the
experiment, two 100 cm x 120 cm x 150 cm wire mesh fences
were built in the chicken house. The feed trough was fixed on
the long side of the fence, and 1/3 of the trough was for drinking and
the remaining 2/3 was for feeding. The fence is 15 cm above the
ground to facilitate the cleaning of manure on the ground, and a
webcam is installed 200 cm from the center of the fence. The camera
is connected to the hard disk video recorder to record and save
experimental videos, and a monitor is connected to facilitate
observation. Ten white-green-shelled hens are placed in each
enclosure. The laying hens are kept with natural lighting inside,
with vents and a temperature and hygrometer inside, to keep the
chicken house comfortable. The structure diagram of the
experimental field is shown in Figure 1.

2.2 Data processing and labeling

The experiment was recorded by Hikvision webcam with an
image resolution of 1920 x 1,080 and a frame rate of 25 fps. The
recording time was set at 7:00-22:00 per day, the experiment was
conducted for 15 days, and the video files in the hard disk video
recorder were sorted and saved daily. After the experiment,
VSPlayer software was used to intercept the content in the video
to obtain suitable single-frame pictures, and 1,500 pictures with
different light intensities were selected. The selected images were
labeled using the Labellmg software to generate files in XML format.
Four behaviors were labeled as eating, standing, lying, and
grooming. After the labeling was completed: eating (2,800), lying
(5,000), standing (3,000), and grooming (600) were obtained. The
data set was divided into validation sets and training sets in a 1:
9 ratio.

The computer system used for this experiment was Windows
10 Home Edition system Intel (R) Core (TM) i7-10750H CPU @
2.60 GHz 2.59 GHz processor with 16G RAM and NVIDIA GeForce
GTX 1650Ti graphics card. Installed the Anaconda3 version loaded
with Python 3.7 environment, trained and predicted the algorithm
on PyCharm integrated development environment. The epoch of all
four object detection algorithms was 300, and the optimal training
weight in each algorithm was finally selected for prediction. Both
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FIGURE 1

Structure diagram of the experimental field.

Efficientnet-YoloV3 and YoloV4-tiny algorithms were trained
100 times, with an uninterrupted training process, the batch size
is 8, and the thawing training batch size is 4, using 4 threads. The
Faster-RCNN algorithm is complex and occupies large memory, the
epoch of freezing training is set to 50, batch size to 4, and the batch
size of thawing training is 2, trained using 2 threads. The batch size
of the YoloV5 algorithm was set to 4 and 4 threads are used for
training.

2.3 Algorithmic network structure

In this paper, four target detection algorithms are used, and
three first-order target detection algorithms, namely, Efficientnet-
YoloV3, YoloV4-tiny, and YoloV5. The second-order target
detection algorithm is Faster-RCNN. The first-order algorithm
directly locates the target border to do regression processing,
while the second-order algorithm generates sample candidate
frames for convolution classification processing. Among the two
algorithms, the first-order algorithm has the advantage of high
detection speed, while the second-order algorithm has high
detection accuracy. In this paper, in order to realize real-time
detection of laying hens’ behavior, a faster algorithm is needed,
so a variety of first-order algorithms are selected; at the same time,
second-order algorithms are selected to compare and verify the
detection accuracy of first-order algorithms.

2.3.1 Efficientnet-YoloV3

The YoloV3 algorithm has made some improvements on the basis
of YoloV1 and YoloV2, which in turn improves its detection speed and
has an outstanding performance in small object detection [25]. The
backbone feature extraction network of YoloV3 is Darknet53, which
contains a residual structure. The convolution of multiple residual
structures in the Darknet53 network deepens the network and
improves detection accuracy. The FPN (Feature Pyramid) structure
strengthens the feature extraction of the three feature layers after the
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convolution of the backbone feature network to obtain these three
effective feature layers, and finally predict the three effective feature
layers. In the Efficientnet-YoloV3 detection algorithm, the main
purpose is to change the backbone feature extraction network to the
Efficientnet model. Efficient net is an efficient and small-parameter
model proposed by Google, which improves the efficiency of detection
while retaining detection accuracy. The Efficientnet model consists of
the Stem part for preliminary feature extraction, the Blocks part for
further extraction, and the classification head. The Efficientnet-YoloV3
network structure is shown in Figure 2.

2.3.2 YoloV4-tiny

The YoloV4 target detection algorithm is improved based on
YoloV3 [26]. The main improvements are: the backbone feature
extraction network YoloV4 uses the CSPDarkNet53 structure, the
activation function in the backbone network is replaced by the Mish
function from YoloV3’s LeakyReLU, while the CSPnet structure is
also used in the backbone network to optimize the residual structure.
The feature pyramid uses the SPP and PANet structures, The SPP
structure performs the maximum pooling operation on the features
extracted from the backbone at four different scales to increase the
perceptual field, and the PANet structure extracts the features from
top to bottom after SPP processing to achieve iterative feature,
boosted and enhanced the feature structure of the feature layer. The
YoloV4-tiny is simplified based on the YoloV4 structure, and the
partial structure is deleted to improve the detection speed of the
target detection algorithm. In the YoloV4-tiny structure, the deleted
CSPDarkNet53-tiny structure is used to replace the activation
function with LeakyReLU to increase the operation speed. Firstly,
we perform the second convolution to compress the image, obtain
the effective feature layer through the Resblock-body residual
structure, and finally obtain the effective feature layer of two
arrays, and use a feature pyramid structure for the effective
features extracted by the backbone after convolution, the last
sample is convolved with the last array. The CSPnet network
structure is shown in Figure 3.
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FIGURE 3
CSPnet network structure.

2.3.3 YoloV5

In this paper, version 6.0 of YoloV5 is used for training and
prediction during the experiments [27]. The network results of
YoloV5 mainly consist of four structures: the input side,
Backbone, Neck, and Prediction. The input side, like YoloV4,
uses the data enhancement function, which can be adjusted by
modifying program parameters. The data enhancement is
mainly to re-stitch the randomly scaled, cropped, or arranged
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images to improve the robustness and generalization of the
the input of
YoloV5 integrates the initial anchor frame algorithm directly

network training.  Meanwhile, side
into the program to realize adaptive calculation. The YoloV5’s
Backbone (backbone network) consists of the Focus structure
and the CSP structure while using the more effective SiLU
activation function. The Focus structure mainly performs a
slicing operation on the input picture, compressing the length
and width of the picture to increase the number of channels. The
CSP structure is also used in YoloV5, one is the CSP1_X
structure in the Backbone, and the other is the CSP2_X
structure in the Neck. The FPN + PAN structure is used in
constructing the construction feature pyramid structure, while
the SPP structure used in YoloV4 is directly applied to the
backbone feature extraction network. The YoloV5 network

structure is shown in Figure 4.

2.3.4 Faster-RCNN

The second-order algorithm has high detection accuracy and has
a good effect on small target detection. The Faster-RCNN in the
second-order algorithm is selected for training and testing to
compare with the test results of various Yolo algorithms [28].
The Faster-RCNN algorithm consists of four parts: conv layers
(backbone feature extraction), RPN network, ROI Pooling
structure, and Classification and regression (classification and
Faster-RCNN  has backbone
extraction networks, and this paper uses Resnet50 as the

regression). multiple feature
backbone network, which contains two residual structure blocks,
Conv Block and dentity Block. The common feature layer acquired
by the backbone feature network has two functions. One is to
generate a check box after the RPN structure, and the other is to
act on the ROI Pooling structure to obtain the feature layer of the
same size and send the results to the full connected layer for
classification and regression. The Faster-RCNN network structure

is shown in Figure 5.
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3 Results

After the training of this experiment, the optimal weight value in
each algorithm is selected to obtain the evaluation index of the
algorithm. Precision (precision), Recall (recall), mAP (average
accuracy), and IOU (The full name of IOU is Intersection over
Union, which is a standard for measuring the accuracy of detecting
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corresponding objects in a specific data set. IOU is a simple
measurement standard that can be used to measure any task with
a forecast range in the output.) are selected as the evaluation
indicators of this experiment. The calculation methods are as
follows:

TP

Precision = ————
TP + FP

(1)
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FIGURE 6
Map comparison diagram of different behaviors.

TABLE 1 Comparison of Map values of different algorithms.

Behavior Feed Lie Embellish
Algorithm
Efficientnet-YoloV3 0.982 0.8836 0.8182 0.773
YoloV4-Tiny ‘ 0.9451 0.784 0.655 0.627
YoloV5 ‘ 0.9743 ‘ 0.9861 ‘ 0.9724 0.9233
Faster-RCNN ‘ 0.991 ‘ 0.985 ‘ 0.954 0.854
TP
Recall = ————— 2
TP+ FN @
TP+TN
Accuracy = 3
Y= TP+FN+FP+TN 3)
2 x Precision x Recall
F,socre = (4)

Precision + Recall

In the formula, TP (True Positives) means that the sample is
determined as positive and correct, TN (True Negatives) means
that the sample is determined as negative and correct, and FP
(False Positives) means that the sample is determined as positive
but incorrect. FN (False Negatives) means that the sample is
judged negative but incorrect. Precision refers to the ratio of the
number of correctly determined positive samples to the total
number of determined positive samples, Recall (recall) refers to
the ratio of the number of correctly determined positive samples
to the total number of determined positive samples, the average
of mAP (mean Average Precision), the calculation method uses
the difference average, that is, the area under the Precision-Recall
curve.

After the experimental training, the evaluation file was
generated, and the nms_iou used for non-maximum inhibition
was set to 0.5 to obtain the evaluation indexes of the four
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algorithms. The following Figure 6 shows the results diagram of
the various algorithms at mAP@0.5, and the detailed data analysis is
shown in Table 1.

The following Figure 7 and Table 2 show the comparison of the
Precision of the four different algorithms. Which shows the
detection accuracy of each type of algorithm after training under
different behaviors of laying hens.

The following Figure 8 and Table 3 show the comparison of the
four different algorithms Recall (recall).

After the comparison of the evaluation indicators, the
pictures of the layers in two different environments of day
and night were selected and verified by different target
detection algorithms, and the results are shown in Figure 9.
Figure (A) to Figure (D) verifies the behavior of a laying hen
in the daytime environment using YoloV3, YoloV4, YoloV5, and
Faster-RCNN respectively, and Figure (E) to Figure (H) identify a
picture of a laying hen in the night environment. The
identification accuracy of all kinds of algorithms can be seen
in the figure below.

The experiment also compared the FPS values of various
algorithms. The video images were intercepted to obtain 9s of
test video and tested using different target detection algorithms.
Figure 10 shows the real-time FPS values of the different target
detection algorithms, where (A) to (D) are the FPS values when
detected using YoloV3, YoloV4, YoloV5, and Faster-RCNN,
respectively. The results are shown in Figure 11.

4 Discussion

In this paper, four target detection algorithms of YoloV3,
YoloV4, YoloV5, and Faster-RCNN were selected for the training
and detection of four behaviors of laying hens. From the analysis
of the three evaluation indexes selected, the YoloV5 target
detection algorithm has a very good detection effect in this
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FIGURE 7
Comparison of the different algorithm Precision s for different behaviors.

TABLE 2 Comparison of Precision values of different algorithms. TABLE 3 Comparison of Recall values of different algorithms.
Behavior Feed Lie Stand Embellish Behavior Feed Lie Stand Embellish
Algorithm Algorithm
Efficientnet-YoloV3 0.9769 0.8891 0.7994 0.823 Efficientnet-YoloV3 0.9221 0.8369 0.7972 0.7362
YoloV4-Tiny 0.9554 0.8289 0.6298 0.719 YoloV4-Tiny 0.8 0.7194 0.6806 0.5463
YoloV5 0.9612 0.9134 0.8697 0.9778 YoloV5 0.9821 0.9815 0.9412 0.8645
Faster-RCNN 0.9561 0.9251 0.8363 0.9524 Faster-RCNN 0.9778 0.9542 0.932 0.8337

Recall
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FIGURE 8
Comparison of the different algorithm Recall s for different behaviors.
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FIGURE 9

Detection effect of various algorithms in different environments (A) YoloV3 Day; (B) YoloV4 Day; (C) YoloV5 Day; (D) Faster-RCNN Day; (E) YoloV3

Night; (F) YoloV4 Night; (G) Faster-RCNN Night; (H) YoloV5 Night.

FIGURE 10

Video detection of the FPS values of various algorithms (A) YoloV3 FPS; (B) YoloV4 FPS; (C) Faster-RCNN FPS; (D) YoloV5 FPS.

experiment. From Figure 6, the Map value of YoloV5 is
significantly higher than that of YoloV3 and YoloV4, and it is
better than the Map value of Faster-RCNN. In particular, the
modification (Embellish) behavior of laying hens has a Map value
of 92.33%. In Figures 7, 8, the precision and recall values of

Frontiers in Physics

YoloV5 are 91.34% and 98.15%, respectively, higher than the
tested values of the other three detection algorithms for this
behavior of lying. Experiments with the same size data set and
experimental equipment showed that YoloV5 and Faster-RCNN
were able to accurately identify various types of laying hens’
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The FPS data comparison diagram.

behaviors, while YoloV3 and YoloV4 had lower detection effects
and there were missing detection and judgment errors.
Meanwhile, two environments of day and night were selected
for detection in this paper. From Figure 9, the detection
confidence of YoloV3, YoloV4, YoloV5, and Faster-RCNN in
the behavior of stand in the daytime environment is 91%, 91%,
96%, 100%, and in the dark environment, its detection confidence
is 81%, 77%, 93%, and 99%. In the day and night environment, we
can see that the detection confidence of YoloV5 and Faster-
RCNN was very high, in particular, Faster-RCNN, which reached
100% in the detection of the day environment, while YoloV3 and
YoloV4 found a reduced detection accuracy obviously in the
night environment. In Figures 10, 11, we can analyze that
YoloV5 has a better detection speed under the same hardware
conditions and its FPS value can reach 55, while the Faster-
RCNN FPS is 3.54, YoloV5 can fully meet the needs of real-time
detection of farms. In subsequent studies, the YoloV5 detection
accuracy can be further improved by increasing the training data
set and enhancing the data effect.

5 Conclusion

The comparative experimental results of four different target
detection algorithms show that the detection accuracy and
detection speed of the YoloV5 are better than YoloV3 and
YoloV4. Faster-RCNN and YoloV5 detection accuracy are
similar, but Faster-RCNN has a low detection speed and
occupies more memory. The precision values of the
YoloV5 target detection algorithm were 96.12%, 91.34%,
86.97%, and 97.78% for the four behaviors: feed, stand, lie,
and embellish, respectively; the recall values were 98.21%,
98.15%, 94.12%, and 86.45%,
effectively identify four different behaviors of laying hen in a

respectively. YoloV5 can

day and night environment, and its detection speed is fast enough
to meet the needs of real-time detection. It can be used to realize
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YoloV5 Faster-RCNN

the real-time detection of laying hens’ behavior in breeding farms
and provide data support for the health assessment of laying
hens. Its characteristics of high detection accuracy and fast
detection speed are easy to be deployed in the embedded
intelligent front-end detection equipment, In the experimental
link of this paper, the breeding density of the experimental
environment needs to be improved. In the future, we will
strengthen the research on the breeding farm to improve the
breeding density.
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