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To clean and correct abnormal information in domain-oriented knowledge bases
(KBs) such as DBpedia automatically is one of the focuses of large KB correction. It
is of paramount importance to improve the accuracy of different application
systems, such as Q&A systems, which are based on these KBs. In this paper, a
triples correction assessment (TCA) framework is proposed to repair erroneous
triples in original KBs by finding co-occurring similar triples in other target KBs.
TCA uses two new strategies to search for negative candidates to clean KBs. One
triple matching algorithm in TCA is proposed to correct erroneous information,
and similar metrics are applied to validate the revised triples. The experimental
results demonstrate the effectiveness of TCA for knowledge correction with
DBpedia and Wikidata datasets.
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1 Introduction

Domain-oriented knowledge bases (KBs) such as Wikidata [1] and DBpedia [2] are
extracted from Wikipedia articles. Since KBs are constructed automatically, some errors are
imported from Wikipedia, including inconsistencies, typing errors, and numerical outliers
[3–6]. One of the major errors is a range violation of triples in KBs. The problem arises when
triples contain some abnormal information. For example, one triple < dbr:Andreas_Baum,
dbo:nationality, dbr:Germans> is extracted from the sentence “Andreas Baum is a German
politician” in DBpedia. The erroneous nationality of Andreas_Baum is “Germans,” and the
correct target is “Germany”. Some facts use language values as the target of predicate
“nationality,” such as < dbr:Ami_Haruna, dbo:nationality, dbr:Japanese_language > , < dbr:
Amelia_Rosselli, dbo:nationality, dbr:Italian_language> , and < dbr:Diederik_Grit, dbo:
nationality, dbr:Dutch_language> . Some triples consider the value of their ethnic group
or language as the object for nationality, and they violate the range value of the predicate.
These incorrect triples are called abnormal information in KBs. Some triples with abnormal
information have some implicit features in KBs. Usually, these abnormal triples are removed
during data cleaning. Therefore, some interesting details are ignored in the application of
KBs. The accuracy of knowledge greatly affects the results of question and answer (Q&A)
systems with these KBs. Several published datasets explore the balance of natural language
questions and SPARQL queries, ignoring errors in answers [7]. In SQuAD 2.0 [8] from
extractive reading comprehension systems, there are some questions about “nationality”
with erroneous answers, such as “question”: “Along with German immigrants, immigrants of
what nationality supported Tammany Hall?”, “answers”: [“Irish”] and “question”: “What
was Diogo Cao’s nationality?”, “answers”: [“text”: “Portuguese”]. The incorrect answers,
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Irish and Portuguese, are replaced by the correct items (Ireland and
Portugal). These answers have similar triples in KBs constructed
fromWikipedia. KBs are used effectively in the backend of question-
answering systems, e.g., IBM Watson System [9] containing YAGO
[10] KBs. In order to improve the accuracy of answers in Q&A
systems, our work is shifted to refine large KBs at the backend of the
Q&A systems. The task focuses on cleaning and correcting errors by
finding co-occurring similar triples in KBs.

Fact validation and a rule-based model are applied to detect
erroneous information by searching candidates in KBs [11–15].
These cleaning algorithms are designed to look for existing errors in
training datasets, but they cannot search for more errors in KBs. This
study analyzes the characteristics of incorrect information and extracts
the featurization of triples to improve the effectiveness of mining
incorrect triples in KBs. For correcting these errors [6, 16, 17], some
semantic embedding methods were designed to build a correction
framework. The accuracy of the model depends on the pre-training
model. For these methods, some pre-trained parameters are applied to
make the correction decision. Every triple is checked for consistency.
The framework is not suitable for tons of errors, i.e., for large KBs.
Correction rules are acquired by rule models [18] for solving large KBs.
However, positive and negative rules are generated before constructing
correction rules. Correction rules are applied to solve a batch of errors.
For a single error, it takes a lot of time to obtain the correction rule.
Similarly, for errors without redundant information, the corresponding
correction rules are not obtained.

In this study, an automatic framework, triples correction
assessment (TCA), is developed to clean abnormal triples and revise
these facts for refining large KBs. First, statements of erroneous triples
are analyzed to acquire some new negative candidates and more
negative sampling by small erroneous triples with range violations.
After the process of data cleaning in TCA, small samples are used to
obtain a large amount of abnormal information to clean up a large
knowledge base. In our framework, the abnormal information in data
cleaning is transmitted to mine interesting features for data correction.
So, one triple matching method is proposed to find some repairs in
target KBs bymatching co-occurring triples between original and target
KBs in the part of data correction. Other parts assist the whole
framework to screen better correction results by similarity measures.
Here, one new correction similarity is designed to acquire final repair to
perform the alteration in incorrect triples. Our TCA framework is
designed to correct range violations of the triple by discovering evidence
triples from an external knowledge base. There are already a large
number of Wikipedia-related knowledge bases, and they are quite
mature and have a higher quality of triples. Our framework skips
the pre-training part and further explores the relationship between KBs
with the original source to correct the knowledge base. Also, our
framework bridges sample inconsistencies between data cleaning and
data rectification, further refining large knowledge bases.

1.1 Contributions

The novel contributions are as follows:

• An automatic framework, TCA, is developed to clean
abnormal information and find consensus from other
knowledge bases to correct the range errors of RDF triples.

• Some negative candidate search strategies are collected to filter
abnormal information, and cross-type negative sample
methods are applied to clean erroneous knowledge. Here,
correction similarity metrics are designed to evaluate
candidates for gathering final repairs.

• One co-occurring triple matching algorithm is designed to
match similar triples to find candidates for correcting
abnormal information in two different KBs.

The organization of this paper is as follows: In Sections 2 and 3,
related work and preliminary materials are presented. Section 4
introduces the proposed framework containing negative candidate
searching strategies and a correction model, respectively. Section 5
shows the experiments and analysis of our model. At last, the
conclusion is presented in Section 6.

2 Related work

Some mistaken tails of the triples are recognized by wrong links
between different KBs, and each link is embedded into a feature
vector in the learning model [19]. In addition, the PaTyBRED [20]
method incorporated type and path features into local relation
classifiers to search triples with incorrect relation assertions in
KB. Integrity rules [21] and constraints of functional
dependencies [22–24] are considered to solve constraint
violations in KBs. Preferred update formulations are designed to
repair ABox concepts in KBs through active integrity constraints
[25]. Data quality is improved with statistical features [26] or graph
structure [27] by type. Liu et al. [11] proposed consensus measures
to crawl and clean subject links in data fact validation. Usually, a
fact-checking model is trained to detect erroneous information in
KBs. Some rules are generated to perform correctness checking by
searching candidate triples [13]. So, candidate triples are leveraged
to find more erroneous triples for cleaning KBs. Wang et al. [14]
used relational messages for passing aggregate neighborhood
information to clean data. It seems inevitable that knowledge
acquisition [28] is strongly affected by the noise that exists in
KBs. Triples accuracy assessment (TAA) [12] is used to filter
erroneous information by matching triples between the target KB
and the original KBs.

Piyawat et al. [29] correct the range violation errors in the
DBpedia for data cleaning. The Correction of Confusions in
Knowledge Graphs [16] model was designed to correct errors
with approximate string matching. The correction tower [30] was
designed to recognize errors and repair knowledge with embedding
methods. The incorrect facts are removed by the embedding models
with the Word2vec method in KBs [17]. Embedding algorithms,
rule-based models, edit history, and other approaches are leveraged
to correct errors in KBs. A new family of models to predict
corrections has received increasing attention in the domain of
embedding methods, such as TransE [31], RESCAL [32], TransH
[33], TransG [34], DistMult [35], HolE [36], or ProjE [37]. Our work
focuses on associated KBs to search for similar triples and
connections for KB repairs. Bader et al. [38] considered previous
repair methods to correct abnormal knowledge with source codes.
One error correction system [39] contains the majority of fault
values in the tables and leverages the correction values as the sample
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repairs. Baran et al. [39] without these prerequisites was designed for
data correction in tabular data. The edit history [40] of KBs was
considered in the correction models for repairing Wikidata. They
ignored contextual errors in the edit history of KBs.

Mahdavi et al. [41] designed an error detection system (Raha) and
updated a system (Baran) for error correction by transfer learning.
Other studies correct entity type [5, 16, 42] in the task of cleaning KBs.
The work of fixing bugs is carried out by checking whether the KB
violates the constraints of the schema [6, 43] automatically. Some
erroneous structured knowledge in Wikipedia is repaired by using pre-
trained language model (LM) probes [44]. Natural language processing
methods are combined with knowledge-correction algorithms [45].
Some models were designed to validate the syntax of knowledge and
clean KBs, such as ORE [46], RDF:ALERTS [47], VRP [48], and AMIE
[49]. Some clean systems were proposed to solve inconsistencies in
tabular data [50–53]. Also, some correction systems [30, 41] are
designed to refine KBs. Usually, some correction methods focus on
solving specific problems [5, 6, 16, 42, 43]. Extending these studies,
natural language processing methods are combined with knowledge
correction algorithms [44, 45]. To solve the errors existing in structured
knowledge, pre-trained models are trained to set parameters and a
framework to correct errors or eliminate them [54, 55]. In these
correction models, errors are predefined in the training datasets and
not in the KBs. Such models ignore the process of exploring errors and
fail to achieve good correction results in large KBs.

These methods are used when there is a lack of association
between KBs, and these cannot be scaled to multiple large KBs.
While the problem of correcting errors has been neglected in the
field of knowledge application, the available repair methods mainly
result in the undesired knowledge loss caused by the data removal.
Triples with the correct subject are considered in this study. A
method to correct these errors is posited by a post factum
investigation of the KB.

3 Preliminaries

A KB (such as Wikidata) following Semantic Web standards
covering RDF (Resource Description Framework), RDF Schema, and
the SPARQL Query Language [56] is considered in our experiment. A
KB is composed of a TBOX (terminology) and an ABox (assertions).
Through the TBox level, the KB defines classes, a class hierarchy (via
rdfsLsubClassOf), properties (relations), and property domains and
ranges. The ABox contains a set of facts (assertions) describing concrete
entities represented by a Uniform Resource Identifier (URI). LetK1 and
K2 represent two KBs. K1 is the original knowledge base for validation,
and K2 is the additional KB that is leveraged to provide matching
information or correction features. The entities of two KBs are
represented as E1 and E2, respectively. The predicates are R1 and R2,
and the type sets of entities are T1 andT2 which include the domain and
range of relation, respectively.

3.1 Overlapping type of entity

Two entities e1 ∈ E1 and e2 ∈ E2 are selected: ei, (i = 1, 2) is an entity
with overlapping type, if e1 and e2 denote the same real-world facts. The
connection of e1 and e2, can be represented as e1 = e2, and the

connection of types in two entities, τe1 and τe2, can be represented
as τe1 = τe2. Here, the entities of the KB are represented as E and the
predicate as R. The KB can be symbolized as a set of triples (es, r, eo)
indicated as S, where es and eo ∈ Emark head and tail, respectively. r ∈ R
expresses the predicate name (relation/property) between them. For
every fact (es, r, eo), the formulation ϕ of KB-embedding models assigns
a score, ϕ(es, r, eo) ∈ R, showing whether this triple is correct or not.

Most of the KB-embedding algorithms [31, 33] follow the open-
world assumption (OWA), stating that KBs include only positive
samples and that non-observed knowledge is either false or just
missing. The negative samples (i.e., (·, r, eo) or (es, r, ·)) are found by
applying the type property of source triple (es, r, eo). For instance, (·,
r, eo) has wrong domain property of relation and (es, r, ·) has wrong
range property of predicate name.

3.2 Overlapping type pair of entities

Given two triples and type pair, (e1s , r1, e1o) and (e2s , r2e2o) are
from different KBs. If e1s � e2s and e1o � e2o, (e1s , e1o) and (e2s , e2o) are
defined as a strict overlapping entity pair for r1 and r2. The pair
group of entities for r1 and r2 is written as O(r1, r2) strictly.

If τe1s � τe2s and τe1o � τe2o , τ(e1s ,e1o) and τ(e2s ,e2o) are described as a
rough overlapping type pair for r1 and r2. The pair group of type for
r1 and r2 is written as Oτ(r1, r2).

Example 1. (Monte_Masi, nationality, Australia), (Person,
Country) are in K1. (Monte Masi, country of citizenship, Egypt),
(Person, country) are in K2. For the relations “nationality” and
“country of citizenship,” they share the overlapping entities
“Monte_Masi” and “Egypt” and the overlapping type pair
(Person, country). Hence, the overlapping entity pair of
predicates “nationality” and “country of citizenship” is
(Monte_Masi, Australia), i.e., O (nationality, country of
citizenship) = (Monte_Masi, Australia). At the same time, the
overlapping type pair of relations “nationality” and “country of
citizenship” is (Person, Country), i.e., Oτ(nationality, country of
citizenship) = (Person, Country).

Example 1. In Figure 1, (Berlin, locatedat, Germany),
(Germany, city), (Germany, country) are in the target base,
and (Berlin, locatedin, Germany), (Germany, city), (Germany,
country) is in the external base. The overlapping entities
(“Berlin”, “Germany”) and the overlapping type pair (city,
country) are shared in the predicates “locatedat” and
“locatedin.” Therefore, the overlapping entities group of
predicates “locatedat” and “locatedin” is (Berlin, Germany),
i.e., O (locatedat, locatedin) = (Berlin, Germany). At the same
time, the overlapping type group of predicates “locatedat” and
“locatedin” is (city, country), i.e., Oτ(locatedat, locatedin) = (city,
country).

3.3 Evaluation measures

To fairly validate the performance of algorithms, three classical
evaluation measures are used in our experiment, i.e., Mean_Raw_
Rank, Precision@K, and Recall [57]. To mathematically explain the
measures, the evaluation set is defined as D, consisting of positive/
negative feedback set D+/D−. For the ith triple, the rank i represents
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its rank in the evaluation setD. Triples with higher scores are filtered
out as positive feedback. The rank of incorrect triples has lower
values with better performance.

3.3.1 Triple semantic similarity
Word-to-word similarity is leveraged to calculate the consensus

confidence of two entities in triples. By the confidence, some co-
similar entities have near confidences and they are leveraged in
matching methods.

3.3.2 Correction similarity
For calculating the correction similarity for repairs, a harmonic

average similarity is proposed to validate the revised triples. The dL
denotes the distance in similarity of words for entities. Also, some
special features are considered in similarity measures, e.g., the predicate
wikiPageWikiLink discovers the same parts of two triples in the original
sources, regarded as semantic_measure(e0, ei). The outer semantic
measure calculates the quantity of matching parts in (Pei,
wikiPageWikiLink) to acquire the common source, as explained in
Func. 1. The part semantic_measure(e0, ei) considers the best similarity
of two entities with soft cardinality [58]. Here, some similarity
algorithms are leveraged to validate matching methods, considering
their inner features, such as theLevenshtein_distance, Cosine_similarity,
Sorensen_Dice, and Jaro_Winkler. Last, the harmonic correction
similarity is shown in Func. 2.

semantic_measure e0, ei( ) � |Pe0|soft∩|Pei|soft
|Pe0|soft

, (1)

s e0, ei( ) � 1 − dL e0, ei( )
max |e0|, |ei|( ) + semantic_measure e0, ei( ). (2)

3.3.3 Soft harmonic similarity
A new soft harmonic means function is generated with

character-level measure and semantic-relatedness in Func. 1, in
order to balance the features of semantics and characters. The
consensus is acquired by searching repair similarity of the

optimal correction. Let single word T be a set of n tokens: T =
{T1, T 2. . .T n}. d(T i, T j) is a character-level similarity measure scaled
in the interval [0,1]. The soft cardinality of the single word T is
calculated as in Function 3.

|T|soft � ∑n
i�1

[ 1
∑n

i�1d Ti, Tj( )] (3)

f_sim � 2 × character − level e0, ei( )soft × semantic − related e0, ei( )
character − level e0, ei( )soft + semantic − related e0, ei( ) .

(4)

Cross-similarity measures are leveraged to validate repairs of
erroneous triples in KBs. After our model operations, somemistaken
assertions are matched with multiple values in the process of repairs.
Here, a new cross-similarity measure is proposed to analyze final
revised assertions of triples in KBs, aiming to discover common
features between original entities and repairs after correction. In Eq.
(6), the Jaro–Winkler distance [59] is suitable for calculating the
similarity between short strings such as names, where dj is the
Jaro–Winkler string similarity between e0 and ei,m is the number of
strings matched, and t is the number of transpositions. Then sim_
external(,) analyzes the external similarity probability, matching co-
occurrence Wikipages in the (wikiPageWikiLink) property. s(e0, ei)
is a pair of compared objects. A new cross-function, fcross, in Eq. (7) is
the harmonic mean of distance and external similarity, which is
designed to cover all correlations of assertions and candidate repairs.

sim_external e0, ei( ) � |Pe0|∩|Pei|( )/|Pe0|, (5)

dj � 1
3

m

|e0| +
m

|ei| +
m − t

m
( ), (6)

fcross � 2 × dj × sim_external e0, ei( )
dj + sim_external e0, ei( ) . (7)

3.3.4 Relation semantic similarity
The framework uses a method to calculate the semantic

similarity between two relations based on word-to-word

FIGURE 1
Three conditions of cross-KB negative sampling.
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similarity and the abstract-based information content (IC) of words,
which is a measure of concept specificity. More specific type
concepts (e.g., scientist) have higher values of IC over some type
concepts (e.g., person). Generally, types of entities have underlying
hierarchy concepts and structures, such as the structure among types
with sub-concepts {actor, award_winner, person} in types of
Freebase. Given the weights of hierarchy-based concepts [60],
entity e and its type set are denoted as Te. A hierarchy structure
among concepts is presented as C = /t1/t2/. . ./ti/. . ./tn, where ti ∈ Te,
n is the counts of hierarchy levels, tn is the most specific semantic
concept, and t1 is the most general semantic concept. Usually, the
range concept of a relation picks t1 as the value.

4 The proposed framework

The TCA framework comprises five units (Figure 2). The first
two elements recognize equivalent head entity links for a group of
source triples, while the middle two parts select negative
candidates with erroneous ranges from the source triples and
perform the correction. The last item calculates a confidence
score for each repair, representing the level of accuracy of the
corrected entities.

The Head Link Fetching (HLFetching) is used to attain similar
links of the candidate instance of a source entity. Since there may be
duplicate and non-resolvable tails for different head entities, the
second part, Tail Link Filtering (TLFiltering), makes a genuine
attempt to find these tail links of tuples co-occurring in two KBs.
Then, the Negative Tails Retrieving (NTR) accumulates target values

including the identified candidate property links from external KBs.
The third component, target triple correction (TTC), integrates a set
of functions to identify repaired triples semantically similar to the
source triple. The last component, confidence calculation (CC),
calculates the confidence score for corrected triples from
external KBs.

4.1 Problem statements

In knowledge bases, there is some noisy and useless information.
Before the utilization of the knowledge base, some invalid data are
removed and some knowledge is corrected for reuse in the
application of KBs. So, knowledge base completion (KBC) is a
hot research topic in the field of web science. Most research
studies of KBC focus on predicating new information. Here,
removing some invalid data and correcting some erroneous facts
are our tasks. Aiming at the abnormal information in the knowledge
base, this topic filters out invalid data and corrects error information
for cleaning and completing KBs. In our approach, the first step is to
findmore error triples in KBs. Then, some valid erroneous triples are
corrected to expand KBs.

Even when the selected entities are correct in KBs, incorrect
relations between entities can still cause these triples to go wrong.
Here, some other problem statements are explained.

4.1.1 Triple with conflict range type.
For instance, one selected triple < dbr:Hiro_Arikawa, dbo:

nationality, dbr:Japanese_people > has the correct predicate

FIGURE 2
TCA framework.
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range property (dbo:Country), but the dbr:Japanese_people has a
conflicting rdf:type (dbo:EthnicGroup). Here, dbo:EthnicGroup and
dbo:Country has strict conflict (dbo: EthnicGroup ⊥ dbo: Country).
The incorrect triple is revised to < dbr:Hiro_Arikawa, dbo:
nationality, dbr:Japan> . In the entity errors, the “nationality”
specifies that a particular person comes from a particular
country. The errors violate inconsistencies of type. The correct
triple based on the type should be (dbr:Hiro_Arikawa, dbo:
nationality, dbr:Japan). After analysis of predicate errors, the new
correct triple based on the type should be (dbr:Hiro_Arikawa, ethnic
group, dbr:Japan).

4.1.2 Error information in original source
The following two triples (illustrated in Figure 3) are about

professor Bobby Noble: (Bobby Noble (academic), nationality,
Canadians) in DBpedia as of September, 2022, and (Bobby
Noble, nationality, Canadian) in Wikipedia. The triples from
the two associated knowledge bases have the same errors since
their original source contains incorrect information. Referring
to the Wikidata database, the corrected triple (Bobby Noble,
country of citizenship, Canada) equals (Bobby Noble
(academic), nationality, Canada), since the predicate name
nationality has the equivalent property of “country of
citizenship.”

4.1.3 Type errors
Given a fixed relation “birthplace” in the DBpedia as the

sample, the noise type information is detected by the TBox

property. Here, the hierarchical property rdfs: subClassOf is
considered in the experiment to find the erroneous types. By the
manual evaluation, the precision of corrected type is 95% in the
relation of birthplace. Similarly, the quantity of the incorrect
type (dbo: Organisation, dbo: SportsClub, dbo: Agent, etc.) is
small. The corrected type contains some more subcategories,
i.e., dbo: City < dbo: Settlement < dbo: PopulatedPlace < dbo:
Place. So, searching the errors of types refers to the range of type
and their inner property. In the closed-world assumption
(CWA), negative triples with erroneous type are found by
the type property, i.e., the range of the predicate. Then, in
the open world assumption, the tail of the triple is replaced with
another type of property.

For example, the positive triple: <Albert_Einstein,
birthPlace, Ulm > and type pair < Person, birthPlace, Place > .
Here, we remove the premise of dbo: all examples exist in the
DBpedia. CWA: < Javed_Omar, birthPlace, Bangladesh_
national_cricket_team > exists in the KB. OWA: a. <Albert_
Einstein, birthPlace, University_of_Zurich > , < Person,
birthPlace, Organization > . The negative type for the range of
birthplaces is replaced. b. <Balquhain_Castle, birthPlace, Ulm > ,
<Building, birthPlace, Place > . Both of these triples are not in the
KB, but in general knowledge: Albert_Einstein graduated from
the University_of_Zurich. The triple a is regarded as unknown
knowledge in the DBpedia or similar triples are not extracted
fromWikipedia. But the triple b is actually false. Finally, the study
exclusively uses the tail type replacement in the process of
negative triples detection.

FIGURE 3
Structured information about Bobby Noble (academic).
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4.1.4 Conflict feedback
Conflict feedback is assumed to consist of binary true/false

assessments of facts that have the same subjects contained in the
KB. Two different triples have the same subject and predicate but
different objects. Not all positive examples can find corresponding
counterexamples; conflict feedback cannot be obtained with a small
number of examples. Two different paths are proposed to find the
conflict feedback. First, range violation errors of triples are
considered to search abnormal facts. The default settings are
that subjects are always correct and objects have range
violations. For example, the triple < dbr: Wang_Zeng, dbo:
birthPlace, dbr: Song_dynasty > in DBpedia is incorrect since
the predicate dbo: birthPlace requires a tail with the dbo:Place
property (the best type following the characteristic
distribution), which dbr:Song_dynasty is devoid of since
Song_dynasty was an era of Chinese history, not a place. The
inconsistency damages the effectiveness of any applications in
KBs. To correct the instance, the dbr: Song_dynasty should be
removed and dbr:Qingzhou, where Wang_Zeng was born, is
saved in KBs. In Table 1, some examples are acquired from
conflict feedback in DBpedia 2016 version. Such conflict
feedback strictly disturbs information for further predictions,
causes data distortion, and increases noise. The conflict errors
are removed after searching all abnormal facts, and erroneous
triples of one-to-many attributes are corrected in our proposed
method for knowledge base correction.

4.2 Generated erroneous entities

Negative statements are regarded as incorrect triples. One major
problem statement is that an object of triple has a type without a
matching range of predicate. This error is also called a range violation
of relation [61]. For the erroneous triples, cross-type negative sampling
is used to generate erroneous entities. Also, the convenient way of error
generation is to refer to TBox property, such as a class hierarchy (via
rdfs:subClassOf) and owl:equivalentClass In the incorrect examples,
the subject is not unique. For some conflict feedback, the same subject
and the same property have different objects. Conflict feedback is
considered to clean KBs, since some conflict feedback contains
negative statements obfuscating facts in the real world.

4.2.1 Cross-type negative sampling
The model presents how to produce cross-KB negative samples

over two KBs based on cross-KB negative predicates. The cross-KB
negative samples can be caused by three strategies: predicate
replacement, entity substitution, and type replacement.

4.2.1.1 Cross-KB negative type of predicate
There are two predicates: r1 ∈ R1 and r2 ∈ R2. ri, i = 1, 2 has an

empty overlapping type pair, i.e., Oτ(r1, r2) = ∅; then the predicates
r1,r2 are shown as τr1 ⊥ τr2, called as generalized cross-KB negative
type of predicate. The cross-KG negative relation [57] is defined by
the strict cross-KB negative relation. For a given relation r1* ∈ K1 and
the type τr1* ∈ K1, the cross-KB negative type of predicate setN(τr1* )
of r1* is expressed asN(τr1* ) � {τr2|τr2 ⊥ τr1* , τr2 ∈ K2}, and the cross-
KB negative set N(τr2* ) of the predicate τr2 ∈ K2 is described as
N(τr2* ) = {τr1|τr1 ⊥ τr2* , τr1 ∈ K1}. All the types of entities in the set of
Ti, i = 1, 2.

Example 2. Let us assume that K1 = {Germany, Berlin, Albert_
Einstein, Belgium} and R1 = {locatedat, livesin}. Three observed
triples are (Berlin, locatedat, Germany), (Berlin, locatedin,
Germany), and (Albert_Einstein, livesin, Berlin). The predicate
“livesin” in Figure 1 is taken as an instance. The pair of entities
on this predicate is (Albert_Einstein, Berlin). This pair of entities
does not fulfill any predicate in the additional links. Thus, all
predicates in the external links are its cross-KB negative type of
predicates, i.e., N (livesin) = {locatedin, hasneighbor}. For the
property “hasneighbor” in another knowledge base, its cross-KB
negative type of predicate is N (livesin, locatedat).

4.2.1.2 Predicate replacement
Let us assume Q2 represents the set of triples in the other KB K2.

For a triple (e2s , r2, e2o) ∈ Q2, if r2 is replaced by any predicate r1 ∈
N(r2), new triple (e2s , r1, e2o) is regarded as a cross-KB negative
sample. This new negative candidate is composed of entities
e2s , e

2
o ∈ K2 and r1 ∈ R1. Sr′ is denoted as the set of cross-KB

negative samples acquired by predicate replacement. The
intuition of predicate replacement is that if a triple (e2s , r2, e2o) is
correct, r1 and r2 do not have any overlapping entity pair, i.e., no
triples can fulfill predicates r1 and r2 simultaneously and the new
incorrect triple is (e2s , r1, e2o).

Example 3. As shown in Figure 1, since hasneighbor ⊥ locatedat,
“hasneighbor” is alternated by “locatedat” between the entities
“Belgium” and “Germany” to obtain a negative sample (Belgium,
locatedat, Germany).

4.2.1.3 Entity substitution
Given a triple (e2s , r2, e2o) ∈ Q2 and r1 ∈ N(r2), (e2s , e2o) is replaced

with any entity pair (e1s , e1o) of triples satisfying r1, the new (e1s , r2, e1o)
is seen as a cross-KB negative sample.

Example 4. Since (Berlin, Germany) contains the predicate
“locatedat” shown in Figure 1, and hasneighbor ⊥ locatedat,
substituting the negative predicate “locatedat,” the entity pairs
have alternates on the predicate “hasneighbor.” So, a new
negative candidate is acquired, i.e., (Berlin, hasneighbor, Germany).

The cross-KB negative sampling efficiently acquires validation
knowledge from additional KB for the source KB. Although tons of
negative samples are produced without semantic similarity, such
negative samples are still very instructive for embedding learning.

TABLE 1 Some examples of conflict feedbacks.

Fact Feedback

< dbr: Wang_Zeng,dbo: birthPlace, dbr: Song_dynasty > ×

< dbr: Wang_Zeng,dbo: birthPlace, dbr: Qingzhou> ✓

< dbr: Novotel,dbo: locationCountry, dbr: Évry,_Essonne> ×

< dbr: Novotel,dbo: locationCountry, dbr: France > ✓

< dbr: Averroes, dbo: birthPlace, dbr: Almohad_Caliphate > ×

< dbr: Averroes, dbo: birthPlace, dbr: Córdoba,_Andalusia > ✓

< dbr: Pope_Telesphorus, dbo: birthPlace, dbr: Calabria > ×

< dbr: Pope_Telesphorus, dbo: birthPlace, dbr: Greece > ✓
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Since the method needs to learn from easy examples (e.g., negative
relations “hasneighbor” and “hasPresident”) to difficult instances
(e.g., “hasneighbor” and “locatedat”), negative sample sets
containing many simple conditions are beneficial for simple
model learning. Difficult negative triples are more informative for
complex models.

4.2.1.4 Type replacement
There are (e2s , r2, e2o) ∈ Q2 and its type (Te2s , r2, Te2o ) ∈ T2. The

positive triple and type pair is the (e2s , r2, e2o) ∈ Q2 and
(Trdomain, r2, Trrange) ∈ T2. If the new samples satisfy the condition
that Teiis ∈ T2,≠ Trdomain, the set of triples are new negative samples,
i.e., (Tei, r2, Trrange). In the same assumption, the type of target entity
is replaced by other types. The new negative samples
((Trdomain, r2, Tei)) satisfies the condition that Teiis ∈ T2,≠ Trrange.

positivetriples:
es, r, eo( ) ∈ K, type ∈ Trdomain

, r, Trrange( ).
negativetriples:
a. es, r, eo*( ) ∉ K,
type ∈ Trdomain

, r, T*( ), T* ∈ T, T* ≠ Trrange.
b. es′, r, eo( ) ∉ K,
type ∈ T*, r, Trrange( ), T* ∈ T, T* ≠ Trdomain

.

(8)

r1 ∈ N(r2) and t1 ∈ N(r2), (e2s , e2o) is replaced with any entity
group (e1s , e1o) of triples which includes r1; the new (e1s , r2, e1o) is
regarded as a cross-KB negative sample.

4.2.2 Search strategy to generate negative
candidates

In the CHAI model [13], they regard the candidate triples as
true when the original triples are correct. Extending this idea; the
negative candidates are also false. Considering the criteria from
the CHAI model and the RVEmodel [29], a new search strategy is
defined to explore more negative candidates. In short, < s, p, o>
is a triple in K and one erroneous triple is taken as negative
feedback.

4.2.2.1 Existing subject and object
The criterion collects all candidates whose subject and object

appear as such for some triples in K; p′ and p have the same
ObjectPropertyRange:

existKB1 s, p, o( ) 5 ∃p′ ∈ ξ| s, p′, o( ) ∈ K. (9)

4.2.2.2 Existing subject and predicate:
The criterion collects all candidates whose subject and predicate

occur as such for some triples in K. There exists no candidate with
the correct property type:

existKB2 s, p, o( ) 5 ∃o′ ∈ ξ| s, p, o′( ) ∈ K. (10)

4.2.2.3 Existing predicate and object
The criterion collects all candidates whose object entity replaces

the subject one or more times in a triple that has another predicate p′
or the object entity appears at least once as the object in a triple that
has another predicate p′:

existKB3 s, p, o( ) 5 ∃s′ ∈ ξ| s′, p, o( ) ∈ K. (11)

For instance, one negative triple (Bobby Noble (academic),
nationality, Canadians) is chosen as the example. In criterion a,
one candidate (Bobby Noble (academic), dbo:stateOfOrigin,
Canadians) can be generated. In criterion b, one erroneous
triple is (Bonipert, nationality,French_people) and the candidate
is (Bonipert, nationality,Italians). In criterion c, there are
erroneous objects Canadians, French_people, Italians, etc.
The number of candidate samples about (?a, nationality,
Canadians) is over 4,900. The number of candidates about
French_people is over 1,300 and the quantity about Italians
is near 1,000. For positive triples, the results of candidates have
a lower number of incorrect or noisy candidates, which also
exist in the original KB. So, sparsity negative examples can be
crawled by some features, and then our previous work produced
a GILP model [15] to acquire more negative examples in
iterations.

Combining the search strategy of negative candidates with the
method of cross-type negative sampling, erroneous entities, and
their triples can be generated for cleaning. Also, some interesting
negative statements are selected to be corrected as new facts for
knowledge base completion.

4.3 Fetching and filtering erroneous tails
links

The HLFetching part acquires the tail of a source triple as input
by the http://sameas.orgsameAs service and equivalent links of
the candidate instances are fetched in external KB. The sameAs
property supplies service to quickly get equivalent links with
arbitrary URIs, and 200 million URIs are served, currently. The
SameAs4J API is used to fetch equivalent tails links from the
sameAs service [62].

In a KB, a target predicate Pr, < s, o> is used to detect a negative
example if < s, Pr′, o> ∈ KB, with Pr′ ≠ Pr, for every < s, o> is
semantically connected by at least one predicate. To refine the
quality of training triples and delete cases of mixed types, all the
subjects must have the same type, and the same is true for the object
values. For example, the pseudo-SPARQL query is leveraged to
present how to get negative examples in the predicate of child in the
DBpedia database. Such as the pseudo-SPARQL query: select distinct
?head ?tail where { ?head rdf:type dbr: Person. ?tail rdf:type dbr:
Person. ?subject ?relation ?tail. {{ ?head dbr: child ?realTail. } UNION
{ ?realHead dbr: child ?tail.}} FILTER NOT EXISTS{?head dbr: child ?
tail. }}

4.4 Target triple correction

For target triple correction, the model takes co-occurring similar
entities into consideration. One fixed predicate name is chosen as the
sample to illustrate the process of correction. In the CWA, some simple
queries can be serviced to find erroneous entities without correct
ObjectPropertyRange, i.e., < subject, predicate, object> and < object,
a, wrong_ObjectPropertyRange> . For example, the correction type of
the “nationality” range is Country. The DBpedia contains over
1,800 different values of objects with the correct type. Also, there are
some false positive items, e.g., dbr:Canadians, dbr:Germans, dbr:
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French_language, and dbr:Pakistanis Comparatively, the KB holds over
1,000 different incorrect entities of triples. Next, the co-occurring
similar entities in the Wikidata are leveraged to validate the repairs
in the DBpedia. The algorithms assess the correctness of entity
values by cross-checking them with properties of type from a
new KB, shown in Algorithm 1. The system automatically
checks the conformity of the entity inside the old KB
(DBpedia) to all the same entities inside the Wikidata with
the property of sameAs. In the CWA, the YAGO has the precise
information of type by the property of wordnet. Referring to
Wikidata, we can also leverage the features to verify the repairs
of YAGO in the rule correction algorithms.

Algorithm 1 describes the triple matching algorithm to
correct negative candidates. First, in the former methods, it
is proposed to generate erroneous triples. Then, conflict
feedback is removed from sets of erroneous entities. The
predicate name is extracted from one erroneous triple. True
ObjectPropertyRange τ is leveraged to find candidate property
p′in associated KB K′. Also, p′ can be found by overlapping type
pairs of entities. At the same time, corresponding candidate
instance s′ is acquired by owl: sameAs relation from original
subject s of < s, p, o> . Next, new objects are found in K′ from
< s′, p′, ?> and stored in set{obj}. Finally, some similarity
measures are used to filter consensus and make the final
correction. The TCA iterations are terminated either when
no triples are in E or when Corrn remains unchanged among
two iterations.

Our problem is simplified to finding the corresponding
property in Wikidata based on a co-occurring similar triple
in DBpedia. Especially, the equivalent property of the predicate
name of triples is selected to find repairs for the wrong entity.
One entity Mariana_Weickert extracted from DBpedia is
regarded as an example of a correcting task. An evidence
graph is shown in the TCA, in Figure 4. For erroneous triple
<Mariana_Weickert, dbo: nationlity, Brazilians> , it violates
the range constraint of a predicate name. The dashed lines
represent wrong relations.

Input: pand < s, p, o>;

Output: Corrn;

Corri = null, i = 0;

Erroneous_entities_sets: (s, p, o) ∈ E;

while K ≠ ∅ or Corri changed do

p → ObjectPropertyRange(τ(true)orτ′(false));
(p, τ, owl: equivalentProperty) → candidate_

property: p′;
(s, owl: sameAs) − > candidate_instance: s′;
< s′, p′, ?>→ property_value: o′;
(o′, owl: sameAs, ?) → repairs: set{obj};

correction(obj) � filterConsensus(set{obj});
< s, p, o>→< s′, p′, o′>→< s, p, obj>;

Corri≔ < s, p, obj > ∪ Corri; i = ++;

end

return Corrn;

FIGURE 4
Evidence graph as displayed in the TCA (the dark dot denotes erroneous entity and the red one is corrected. Orange dots denote predicate property,
and other colors show the entities between DBpedia and Wikidata).
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Algorithm 1Co-occurring Triple Matching Algorithm.
Twomajor paths are expressed in the process of repairing the wrong

range constraint. First, based on subject Mariana_Weickert, a similar
entity in Wikidata is filtered by owl: sameAs and the equivalent property
of nationality is replaced byWikidata:P27 (country of citizenship). So, the
repair entity is wikidata: Q155, and the corresponding entity is Brazil in
DBpedia. dbr: Brazilians has wrong type dbo: Country. Second, referring
to the wrong object and the correct range type, Brazilians and Brazil are
related by properties wikidata: P495 (country of origin) and wikidata:
P27. Finally, <Mariana_Weickert, dbo: nationlity,Brazilians> can
be corrected to <Mariana_Weickert, dbo:nationlity, Brazil> . Before
application in the answer–question system, some results are validated by
our algorithm. Some constructed KBs, such as DBpedia or YAGO, have
high precision. For these KBs, our approach can be used to validate the
final results in the question–answer system.

4.4.1 Hierarchy information for knowledge
correction

The taxonomy and hierarchy of knowledge can be applied to many
downstream tasks. Hierarchical information originated from concept
ontologies, including semantic similarity [63, 64], facilitating
classification models [65], knowledge representation learning models
[66], and question–answer systems [67]. Well-organized algorithms or
attentions of hierarchies are widely applied in the works of relation
extraction, such as concept hierarchy, relation hierarchy with semantic
connections, a hierarchical attention scheme, and a coarse-to-fine-
grained attention [68, 69].

4.4.2 Hierarchical type
In Freebase and DBpedia, selecting one hierarchical type c

with k layers as example, c(i) is the ith sub-type of c. The most
precise sub-type is considered the first layer, and the most general
sub-type is regarded as the last layer, while each sub-type c(i) has
only one parent sub-type c(i + 1). Taking a bottom-up path in the
hierarchy, the form of hierarchical type is represented as c = c(1),
c(2), . . ., c(k). In YAGO, subclass Of is used to connect the

concepts (sub-types). In logic rules, like the inversion, r1(x,
y) < => r2(y, x) and the variables x, y can be the entities in
general. Here, we expand the logic relations with entity
hierarchical types and acquire the fixed domain entities.

As shown in Figure 5, the inversion-type logic are r1(author,
written_work)< � > r2(written_work, author). So, the relations r1
and r2 are book/author/works_written and book/written_work/
author. Especially, the entity of freebase contains the type
information in the label of the entity. One negative triple is
inversion-type, so negative candidates can be acquired by
inversion relations. For instance, nationality has InversePath
(is nationality of. In DBpedia, an entity page displays statements
in which an entity may be not only a subject but also an object.
In the latter case, the respective property appears as “is . . .of.” If
one negative triple < s, p, o> has inverse path, all candidates
extracted from the condition satisfies < o, is_p_of, s′> are
incorrect.

For example, the object of irthplace in entity Nick_Soolsma
follows the type path: Andijk(dbo: Village) < Medemblik(dbo:
Town) < North_Holland(dbo: Region) < Netherlands(dbo:
Country). One logic path: country containing one birthplace
of a person is the person’s nationality. By hierarchical property,
dbr:Nick_Soolsma acquires one new nationality, dbr:
Netherlands. Repair results can be obtained by predicting
erroneous information by hierarchical type. The correction
method was proposed in our previous work [18]. For the
explanation of hierarchical correction, related paths, and
relationships can be used to acquire corrections for negative
triples.

5 Experiments

Our approach is tested by using four datasets from four
predicate names. Here, mean reciprocal ranking (MRR), HITS@
1, and HITS@10 [6] are selected to measure the confidence

FIGURE 5
Example of logic relations with entity hierarchical types in Freebase.
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calculation of corrected triples in the knowledge base. All
training datasets are leveraged in the experiments from
http://ri-www.nii.ac.jp/FixRVE/Dataset8. Some baseline
algorithms were realized in Python, using Ref. 6. Our
framework is constructed in the Ubuntu 20.04.5 system and
Java 1.8.0, and experimental analysis is run on a notebook with a
12th Gen Intel Core i9-12900KF × 24 and 62.6 GB memory.

5.1 Negative feedback generation

P is given a constraint predicate. A constraint has several lines
when it leverages a specified relation. #constr is the total quantity of
constraints of the errors type in Dbpedia. #triple is the number for
calculating all these constraints of triples with the predicate P.
#violations is the quantity of violations for this constraint in
Dbpedia in October 2016. #current_cor is the quantity of current
corrections collected from Dbpedia in 2020.

In type classification of nationality, objects with the country
property are up to 67%, and entities with ethnic group is 31%.
Other types are less than 2%, such as language, island, and human
settlement. After analysis of negative constraints of nationality, there are
duplicate triples between problem statements. In Dbpedia, the type of
the entity is a parallel relationship in the SPARQL query results, and the
hierarchical relationship between the attributes cannot be obtained
from the query results. Therefore, there are overlapping parts among all
these errors because the object value of the predicate “nationality” is not
unique. Nearly 20% of the triples determined as can be corrected to
complete KBs since the objects can have multiple values for nationality,
explained in Table 2. For the relation birthplace, the conflict feedback is
removed because the predicate objects have a single value. Also, there
are over 70% conflict types in error types for nationality. Here, some
examples extracted from nationality are applied to validate our
correction model.

For a single incorrect triple, a search strategy is proposed to
generate negative candidates. Following strategy a for nationality,
some new predicate names isCitizenOf, stateOfOrigin are acquired
from KBs. In strategy b, the object types of triples are all exception
properties. Negative candidates are obtained by determining the
type of a multi-valued object. In search c, the set of all errors for such
a predicate name can be found with a single incorrect entity object.

5.2 Discussion

Some examples of repairs with predicate nationality are shown in
Table 3.Most subjects haveword similarity of repair and tail. The results
of some samples about nationality are shown in Figure 6. For predicate
nationality, there are a large number of different subjects for one
incorrect object. Therefore, for triples with the same erroneous
object, such subjects from triples are aggregated into a set, which
can ignore the quantity of subjects. Incorrect triples are revised from
the perspective of the object. For each pair of error object and repair, the
correction similarity is calculated by harmonic correction similarity
with different distance methods. In TCA framework, the confidence
calculation component holds maximum similarity to filter corrections.
The precision of repairs is focused on the interval of [0.3, 0.6], since the
great majority of incorrect objects have few connections. In our

validation part, the precision of repairs is over 0.5, and these revised
triples are regarded as final corrections.

In Figure 7, string similarity methods are leveraged to replace
distance methods in harmony correction similarity. String similarity
measures are extracted from two aspects, i.e., character-level measures
and token-level measures. Nine repair examples are randomly used to
validate the correction rates. Fourteen similarity measures are separated
by their values. By the nature of repairs, TCA only focuses on the words,
not the sentences. So, the results show the Qgram(2) and NGram(i),
NormalizedLevenshtein has the better performance. Compared with
word and string features, correction similarity is suitable to acquire
repairs with word similarity.

Some similarity measures are used to compare these repairs in
TCA, as shown in Figure 8. The mistaken entities have single values
as the final correction. For multiple values as repairs, cross-similarity
is proposed to discover final corrections. Distance similarity
measures are leveraged to validate repairs, such as the longest
common subsequence (LCS), Optimal String Alignment (OSA),
and normalized Levenshtein distance (NLD). Compared to
DBpedia, the similarity of repairs in Wikidata focuses on word
similarity. For a single erroneous triple, Jaro–Winkler similarity is
used to validate repairs, and the revised correction has an interval
with high precision. In the experiment, 2,000 negative entities were
randomly selected to verify the TCAmodel. The best performance of
cross-similarity is shown in Figure 8 and Eq. (7). So, cross-similarity
is leveraged to filter final repairs in the EILCmodel. The final pairs of
errors and corrections exhibit unique characteristics that have a high
degree of word similarity. Here, multiple repairs indicate that some
examples have over 90% similarity probability, i.e., Jaro–Winkler
similarity.

The traditional measures, e.g., Mean_Raw_Rank, Precision, and
Recall, are used to evaluate the effect of our correction model and to
make comparisons with other classic algorithms. The bold value of M
stands for Mean_Raw_Rank, explained in evaluationmeasures. And the

TABLE 2 Negative constraints of nationality in DBpedia.

Items Numbers Rates (%)

#triple 150,332

#current_cor 92,995 61.86

#constr 57,337 38.14

conflict_type 45,405 30.20

conflict_feedback 32,594 21.68

TABLE 3 Repairs examples.

Subject Tail Repair Correction

Walter_Mignolo Argentinians Argentina Argentina

Moira_Gatens Australians Australia Australia

Bobby_Noble Canadian Canada Canada

Oisín_Kelly Dublin Australia; Belarus Ireland

Jerry_Weyer Luxembourgish Germany; Luxembourg Luxembourg
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FIGURE 6
Correction similarity with distance methods.

FIGURE 7
Comparison of similarity measures.

FIGURE 8
Correction rates and intervals based on different similarity measures.
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@1 and@10 present the value of precison @K. The comparison results
are shown in Table 4Our approach is compared to six baselinemethods.
Two are normally leveraged for entity search (DBpedia lookup and dbo:
wikiPageDisambiguates) to find entities with the correct range type of
predicate name and object. Two baseline methods were originally
created for knowledge graph completion (TransE [70] and AMIE+
[49]) for finding the correct object from a given subject and a predicate
name. Also, the graphmethod and keywordmethod [2] are leveraged to
correct triples with range violations.

For positive examples in DBpedia and Wikidata, one example of
overlapping type pair is Oτ(dbo: locationCountry, country of
citizenship) = (person, country). The negative triple follows the
equation: Oτ(r1, r2)=(?a, country). Here, ?a does not equal country.
Following an overlapping type pair of entities, corresponding
predicates are acquired from positive examples in target KBs.
Predicate comparisons from DBpedia and Wikidata are explained
in Table 5. By the comparisons, some properties are used to search the
repairs from co-occurring similar subjects. For these type pairs, some
predicate names in external KBs are acquired for correcting negative
candidates.

Three evaluation measures are used to calculate the correct object
provided for each method. It is evident that our model outperforms
common algorithms for all training sets. One condition is that the
incorrect object of an erroneous triple has a unique corresponding
subject (e.g., locationCountry). TCA and graphmethods work closely,
since the pair of object and subject has more connections and the
paths of triples contain more details. In another condition, one
incorrect object has multiple subjects and a graph method. There
is a lot of redundant and ambiguous information provided by the

graph algorithm with graph structure, which makes it impossible to
find the correct object. In this condition (e.g., formerTeam), the
keyword method is more effective because it takes advantage of
external information from abstracts of triples, including subject
and object. In order to be faster and more efficient in the
algorithm, TCA explores knowledge correction methods from
different perspectives.

TCA is more effective than other basic methods and the keyword
method. For these basic methods, they can only correct some single
error entity. To make up for such shortcomings and save time
complexity, TCA is leveraged to correct range violations by using co-
occurring similar entities. By making full utilization of other related
knowledge bases for knowledge correction, it is beneficial to think
about linked open data. The predefined paths are applied for
hierarchy correction. The paths are derived from positive
examples. In AMIE+, some paths can be provided by AMIE+.
Not all predicates have a logical relationship, and hierarchical
learning is very dependent on path information. The final
result is close to AMIE+. After analysis of all methods, our
proposed TCA model has better performance in base methods.
If the source is not Wikipedia, or if the target is not DBpedia or
YAGO, the original data sets need to do some changes. While
the correction model is applied to other background knowledge
bases, the training sets are changed to a triple formulation. All
testing facts are transferred to < subject, predicate, object> .
Also, the corresponding knowledge is matched by the associated
knowledge bases with the same conditions. Our correction
algorithm is, indeed, applicable to Wikipedia-linked
knowledge bases.

TABLE 4 Comparison of baseline methods.

Method locationCountry formerTeam Employer birthPlace

M @1 @10 M @1 @10 M @1 @10 M @1 @10

DBpedia lookup 0.02 1 3 0.06 6 6 0.07 6 10 0.04 3 5

WikiDisambiguates 0.04 3 4 0.04 3 4 0.04 3 7 0.11 8 18

TransE 0.19 11 37 0.02 1 1 0.00 0 3 0.24 20 35

AMIE+ 0.42 40 43 0.06 6 6 0.00 0 0 0.01 1 1

Graph method 0.89 88 91 0.37 25 61 0.62 53 74 0.44 24 75

Keyword method 0.58 48 77 0.60 49 78 0.36 33 45 0.48 36 72

TCA 0.95 87 98 0.38 32 46 0.76 64 87 0.55 54 61

The bold value of M stands for Mean_Raw_Rank, explained in evaluation measures. And the @1 and @10 present the value of precison @K.

TABLE 5 Some examples overlapping type pair of entities.

DBpedia (predicate) Wikidata (property)

dbo: locationCountry P17(country); P27 (country of citizenship); P495 (country of origin)

dbo:formerTeam P5138(season of club or team); P463(member of); P664(organizer)

dbo:employer P108(employer); P127(owned by); P112(founded by); P123 (publisher)

dbo: birthPlace P27 (country of citizenship); P495 (country of origin)
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6 Conclusion

This paper proposed a TCA framework to detect abnormal
information and correct negative statements that exist in Wikipedia
automatically by co-occurring similar facts in external KBs. Based on
ontology-aware substructures of triples, fixing extracted errors is a
significant research topic for KB curation. Additionally, our
framework is executed post factum, with no changes in the
process of KB construction. Two new strategies are applied to
search for negative candidates for cleaning KBs. One triple
matching algorithm in TCA is proposed to correct erroneous
information. Our compared experimental results show that TCA
is effective over some baseline methods and widely applied in large
knowledge bases. Our framework is straightforwardly adapted to
detect erroneous knowledge on other KBs, such as YAGO and
Freebase.

In the future, conflicting feedback facts or predictions can be
used to refine the KBs. Also, our framework will focus on the search
space of triples with other similar contents, such as the abstracts, the
labels, and the derived peculiarities. Moreover, more features of
similar facts with logic rules are detected in the hub research of
knowledge base completion. In our next work plan, a neural network
is added to explore more paths for searching for mistakes in KBs.
Next, the number of associated knowledge bases can be expanded
and the problem of completing large knowledge bases can be solved
by associating and matching more effective information toward the
goal of completing large KBs.
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