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Data center, as the core infrastructure of data storage and processing, calls for
network security protection. Information security has been addressed in a number
of specific ways. However, there are few studies that employ network topology
features to prevent the transmission of viruses. When a virus spreads, different
topologies display various properties. In this paper, we study three types of data
center network topologies, i.e., Fat-tree, Leaf-spine, and Bcube, and quantify the
propagation characteristics in every topology through the IC propagation model.
The probability of the device being infected, the count of propagation sources, the
access of propagation sources, and the topological parameters are all considered.
Given that network security defenders can only change the topology and
topological parameters, we propose a computational framework that
combines factor analysis, which provides us with the selection of network
topological parameters with a low virus propagation rate in the candidate
parameter set. Through experiments, we find that Leaf-spine has a good
inhibitory effect on viruses with high propagation probability. Meanwhile, each
offers unique advantages. We hope that more data center network topologies will
be studied to improve the security of all data centers using these network
topologies.
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1 Introduction

The academic and professional worlds have always been concerned about
cybersecurity. Network penetration and theft of high-value data are the principal
aims of modern network intrusion [1, 2]. The data center, the core of data storage and
processing, is a primary target for cyber attackers, who can penetrate networks, plant
Trojans, and lurk to obtain information. Critical network devices are transit points for
passwords and essential information, and the prying into data center networks can
lead to access to high-value confidential information. Passwords and other vital
information travel through critical network devices, and hacking into data center
networks can provide access to precious secret information. International cyber
security firm Symantec published a study on the “Stuxnet” virus in June
2010 which was thought to have attacked Iran’s industrial complexes’ control
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The
vulnerabilities, including flaws in the Siemens industrial

systems. virus was developed to exploit system
control system and two previously unknown Windows
system flaws via a USB stick; once the malware was
introduced into the control system’s intranet, it spread
quickly and infected devices in the network, and then
modified program commands, leading to an abnormal
acceleration of the centrifuges producing enriched uranium
to a level beyond their design limits and causing 1/5 of the
centrifuges to be scrapped, which shows that the security of the
data center network directly impacts the security of data in the

data center.

1.1 Related work

Here, we will first briefly introduce the development of data
center networks and present two kinds of representative topologies.
Secondly, we will introduce the propagation models associated with
computer viruses, including the information propagation model and
the infectious disease model.

The data center is the main information infrastructure for cloud
computing, according to the data center network and topology [3, 4].
A data center typically comprises one or more computer clusters
supporting network, storage, security, power, administration, and
software systems. The data center offers important cloud services
like GPS, Bigtable, Dryad, MapReduce, etc.

The performance of the data center network directly
determines that of cloud computing, which further affects
the computing power of the entire process. Nowadays, The
center networks need to function better on the network. The
data center network must support numerous huge servers
while handling numerous massive distributed computing
jobs. As the core component of the data center, the data
center network connects a large number of servers and
switching devices through high-speed links and provides
efficient and reliable services of communication and data
transmission between servers; on the other hand, under the
context of cloud computing, the data center network operates
in a different mode from the traditional interconnected
networks of Ethernet, grid and distributed computing
systems, in terms of
scalability, reliability, and cost.

which has higher requirements

The data center network topology has its structural design.
According to whether the server has the forwarding function, it
can be classified into two categories: switch-centric and server-
centric. In a switch-centric network, the routing of lines is done
by the switch. This type of topology can be improved by the
interconnection of more switching devices or the introduction of
optical links in the data center.

According to the literature review [5-7], the existing network
topologies are classified into the two categories mentioned above,
and the representatives of each category are selected. Network
topologies are selected in light of their use in engineering
practices. In particular, switch-centric network topologies
mainly include Fat-tree [8], Spine-leaf [9], etc., while server-
centric network topologies mainly include Bcube [10], Dcell [12],
etc [13-20]. Consequently, in our analysis, we concentrate on
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these three categories of topologies. Fat-tree is a tree-like network
topology composed of root nodes, core nodes, edge nodes, and
leaf nodes. It has evenly distributed connections between nodes,
offering high connectivity, low latency, and high throughput [6].
Thus, it is an ideal choice for constructing data center networks
due to its capability for large-scale network deployment.
Particularly, we observe that many institutions of higher
learning and businesses have chosen the conventional network
topology, Fat-tree. Depending on the size of the institution, the
data center network’s device count is modified. Our survey also
reveals that many data center network solution suppliers are
pushing Spine-leaf since it can be converted from Fat-tree and
offers the best east-west traffic throughput. We also brought
Bcube into a comprehensive comparison. Dcell is a two-
dimensional network topology with a direct connection
between the hosts and switches, and provides high scalability
and low latency. Bcube is a three-dimensional topology with a
cube-like structure. Dcell is highly scalable and has low latency,
but has a limited number of connections. Bcube is highly scalable
and has high throughput, but is complex and has higher latency
[11]. The literature review includes server-centric network
topologies like Dcell and Bcube as well. LaScaDa is a two-
dimensional topology that combines the advantages of both
Dcell and Bcube and provides high scalability, low latency,
and high throughput [13]. Because of its similarities to Dcell
but later suggested date, Bcube is chosen for a detailed
comparison.

In sum, the literature on computer virus propagation models
mainly focuses on updating the propagation dynamics to make it
more relevant to the actual situations. The literature quantifies
the propagation scale in a steady state through models [21]. For
example, the final equilibrium infection scale can be derived
from the updated propagation model.

Scale-free and small-world networks are mainly model
networks used in the literature [22] It is still challenging for
small-world networks and scale-free networks to accurately
reflect the internal intricacies of real networks, even though
they can fit some real networks; especially with the development
and popularization of mobile communication technology, the
connectivity of communication networks has changed
dramatically. It is unsuitable for fitting data center networks
with small-world and scale-free networks. A large number of
realistic computer propagation models are studied in the
literature, making important contributions to information
security. In practice, data center networks have inherent
network topologies, which have different variations that may
not be easily abstracted through scale-free and small-world
networks.

1.2 Main contribution

The
demonstrated in the following aspects.

innovations and contributions of this paper are

e To study the structural security of networks, a model of

information transmission over complex networks is

introduced in the study of data center network topologies.
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The computer virus propagation scale can be used to assess
the capability of the network topology itself to inhibit the
spread of viruses. According to our literature review, this is a
new attempt to apply the propagation model to data center
network topologies. We simulate and compare the
performance of three network topologies on different
parameters with different counts of propagation sources,
different different
probabilities of being infected, and different network sizes.
The results guide topology planning and
development, particularly for institutional organizations

propagation ~ source  accesses,

network

when  communication  needs  outweigh  security
requirements. We expect that data center networks’
structural security will be taken seriously.
e A proposed computational method uses a factor analysis
approach to choose the secure network topological
parameters. This framework enables us to calculate and
select a secure structural parameter set, i.e., to obtain a
more secure network structure. The network topology
under the optimized parameter set can inhibit virus
propagation. In this paper, we use factor analysis to reduce
the data dimensionality, taking the data of propagation scale
in multiple scenarios as variables. Factors with higher
contribution to variance in the variables are extracted, the
combination of which can be used to score a structural
parameter set, as it contains information on multiple

variables.

This computational approach is intended to assist network
security maintenance teams in choosing parameter sets that
effectively  suppress spread when maintaining their
networks. Additionally, we hope that more research will be given

virus

to examining the characteristics of various network topologies in
order to safeguard existing networks.

2 Methods

In this paper, we need to simulate the propagation of computer
viruses on data center networks through propagation models to obtain
data on the propagation scale. While most of the current work on the
propagation  has
communication networks, this paper provides a separate and

simulation of computer virus focused on
detailed study of emerging data center networks. In the previous
literature, homogeneous networks, small-world networks, and scale-
free networks have been used to fit communication networks because
communication networks do not have a fixed topology, and real
networks have the properties of scale-free and small-world networks.
In contrast, data center networks have their topologies without a need
for the fitting process. The propagation performance of data center
networks can be calculated directly, which is closer to the real situation.

In the first step, the propagation data in different scenarios
are solved and used as a variable set. The IC model (Independent
Cascade Model) is used for calculation and simulation. The data
center network topology exhibits different performances in
different scenarios, which are considered variables for that
network topology [19]. And all variable groups have been
resolved. In the second step, factor analysis is done on
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numerous variables. The primary factor combinations are used
to evaluate the capacity of candidate groups of network
This
calculating the loading matrix, the primary factors, the

topological parameters to propagate. step involves
rotations of the factors, and ultimately the scores for each

candidate group.

2.1 Step 1: construction of variable sets using
IC model

In this paper, we solve the IC model (Independent Cascade
Model) through the Monte Carlo method to obtain the propagation
scale in different cases. The solution for the IC model is an NP-hard
problem; using the Monte Carlo method makes the solution easier.
The number of nodes in the network ranges from 3,000 to 10,000.
This interval is the size of a common data center network. A 10,000-
node network is computed in seconds.

The IC model is among the more classical influence
propagation models in influence maximization tasks. The
reason for choosing this model is that the nodes can only be
activated once during the propagation, and the way the computer
described
accurately. Patches are not yet published when faced with a

virus interacts with the infected device can be
Oday virus. The computer device is either infected or
permanently free from infection, and there is no need to
consider the recovery rate. The IC model can accurately
portray this property. Also, the IC model is more suitable for
this situation than SIR. In short-term virus propagation,
computer viruses spread through the network in seconds,
leaving insufficient time to consider the “cure” process by
patching; Whether a computer device can be infected depends
on various factors such as virus type, device port conditions, anti-
virus hardware, and software, etc. The IC model can control the
propagation probability parameters and is suitable for describing
the above scenarios.

The IC model is described as follows: for a specific
propagating entity, each node in the network has two possible
states: inactive and active. The inactive state means that the point
has not yet received the corresponding entity, while the active
state means the opposite. A node changing from an inactive state
to an active state indicates that the node has accepted the
corresponding entity, or put in another way, has been
activated. The steps of propagation are described as follows. If
there is an edge e = (u, v) between networks, we can say that node
u has influence on the node v, and not necessarily the other way
around. In the independent cascade model, the process of
information transmission in the network can be described as
follows. At time t = 0, set the activated nodes as Sy = {1y}, and at
any subsequent time ¢ (£ > 1), any node u € S;_; — S;_, activated at
time t—1 successfully activates the inactive node v in its
neighboring nodes with a probability p(u,v),v € N*(u). Each
activation attempt is independent of each other. The information
transmission process ends when no new nodes are activated in
the network at a certain time t,. It should be noted that each
activated node vy has only one chance to activate its inactive
neighboring nodes, and no further attempts will be made if it
fails.
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FIGURE 1

We first transform the real network into a network object. The propagation model is used in the network. But the propagation starting position, the
number of propagation sources, and the propagation probability will affect the propagation scale. Therefore the propagation scale with different variables
(situations) will be obtained, i.e., the indicator variables are obtained. The inputs to the general factor analysis are indicator variables and evaluation
objects. The indicator variable is the propagation scale in different cases. Our aim is to reduce the dimensionality of the multidimensional. For
example, if represents, i.e., it represents the propagation range at probability = 0.1, Seedset = 1, and Access = Edge.
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FIGURE 2

Basically, there is a positive linear correlation between and spread

rate. Some abnormal outliers are caused by the differences between
other variables, e.g., different counts of propagation sources. When
the propagation source access is the server layer, there will be a
separate propagation characteristic, which means that the count of
propagation sources is linearly and positively correlated with the
propagation scale. As the Server layer serves as the base layer, new
propagation sources may be distributed in various network branches.
When the access is Leaf or Spine layer, the growth of the count tends
to speed up first and then slow down. Both the Leaf and the Spine
layers are the core switch layer of the data center network with high
interconnectivity, leading to the virus's widespread in the early stage.
And the increased count of propagation sources in the later stage may
cause repeated propagation in the specific network branch.

Frontiers in Physics

Our improvement to the IC model is mainly made by
modifying the calculation method of transmission probability.
In the traditional IC model, the probability of a node being
activated is calculated according to the in-degree of the node to be
activated. In our scenarios, the probability of the device being
infected is only related to the properties of nodes and edges, so
the probability of the node being activated is calculated according
to the probability of the device being infected. Therefore, the
propagation probability in the modified IC model is calculated
according to the reception probability of the node.

2.2 Step2: extraction of the common factors
of variables and scoring

After we get the virus propagation scale in different scenarios, we
need to perform aggregation and dimensionality reduction on the
data and score the network topological parameter sets, as in Figure 1.
Based on the characteristics of the data, factor analysis is used to
reduce the dimensionality of data and score the topological
parameter sets. Factor analysis is based on the idea of
dimensionality reduction, in which numerous variables are
aggregated into a few independent common factors with as little loss
of original data information as possible. The common factors can reflect
the main information of the original variables, showing the intrinsic
connection between variables with a reduced number of variables.
Through the factor analysis process, we can calculate the common
factors after dimensionality reduction, the factor weights, and the
composite score of the parameter group.

The main steps of applying factor analysis are as follows.
Standardize the given data samples, calculate the correlation
matrix R of the samples, obtain the eigenvalues and eigenvectors
of the matrix R, determine the number of main factors according to
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(A) This figure focuses on the effect of the change in the number of devices in the Leaf layer on the propagation size. On the horizontal axis is the probability

of a device being propagated ; the scatters are divided into three categories according to the number of devices at the Leaf layer; on the vertical axis is the spread
rate; and the label shows the number of nodes in the leaf layer. The experiment shows that for the same network size, the fewer the number of devices in the leaf
layer, the smaller the propagation scale. Exceptionally, the above conclusion is made only when the propagation source access is the server layer. The
conclusion also holds for the scenario of email-borne worms. (B) This figure is a separate discussion on the case of the propagation source access being the server
layer because of the special nature of propagation for that source access. The experiment shows that the network topology with a small number of devices at the
Leaf layer has an advantage when the number of propagation sources varies. The count of propagation sources and the probability of a device being infected
jointly affect the virus spread rate when the server layer is the access. Parameter setting: Spine = 18.
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FIGURE 4

This figure is a general overview of the main factors influencing the
infection scale of devices in the Fat-tree network topology. On the
horizontal axis is the different propagation probabilities p, and on the
vertical axis is the spread-rate, namely, the virus propagation scale;
Access is the starting point of the propagation source; the lines in different
colors represent the count of propagation sources, and N_Fat_tree
represents the topological parameters of the Fat-tree topology.

the cumulative contribution degree required by the system, calculate
the factor loading matrix A, and finally determine the factor model.
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The above steps aim to obtain the factor model, the score for each
factor, and finally, the combined score of factors. Specifically, the
topological parameter group is the input for the model, and a set of
network topological variables constitute the parameter group. The
virus propagation scale obtained from calculating different
parameters is the value corresponding to each variable
group. Through the factor analysis, the correlation between the
factor and each variable value is obtained. The composite score of
each candidate is obtained from the factor model. It should be noted
that the data of the virus propagation scale can pass the correlation
check. Calculated in the same network topology to obtain the
propagation scale, the variable values are naturally correlated.

Specifically, set p original variables x; (i = 1,2, -++, p), which form a
network topological parameter set. By standardizing x; into a new
variable X, a factor analysis model is constructed as follows:

XP = al‘lFl +ai2F2 + +a,-,,,Fm +C1‘U,‘ (i = 1,2, "',P)

Here, F; appears in the expressions of each variable, which is the
common factor able to reflect the characteristics of virus propagation
scale. U; is only related to X ,, which is called the special factor able to
demonstrate the effects of different sets of topological parameters on the
propagation scale. The coefficient C is called factor loading and A is
called the loading matrix. The loading matrix records the correlation
between the factors and the propagation scale. The above process can be
abbreviated into a matrix as follows:

X=AF+CU

Through the factor analysis, the common characteristics of the
data on the propagation scale are concluded. The data is obtained
under different sets of parameters. The special factors are
independent of each other and of all the common factors. Each

frontiersin.org
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This figure explores the relationship between the propagation source Count and the scale of infection. is the probability of the device being infected;
spread_rate is the infection rate, and lines in different colors represent different Counts of propagation source. Vertically, it indicates the propagation
effect under different network sizes. A single row indicates the change in propagation scale when the count of propagation sources varies. The impact of
changing the source access on the final propagation scale decreases when the count of sources increases. When the source access is the server
layer, the count of sources has a greater impact on the virus propagation scale. That is, in terms of the capability of a single propagation source, the
propagation scale is lower when the propagation source access is the server layer than in other layers.

common factor is an independent normal random variable with a
mean of 0 and a variance of 1, and its covariance matrix is a unit
matrix I,,,, i.e., F — N (0, I,,). And the contribution of each common
factor to the variance of the i th variable is called the contribution
degree, i.e., h?. The variance of the special factors is called the special
variance or special value (af,i =1,2,3...p).

W=a +a,+ - +a

i im

The larger the absolute value of the factor loading matrix, the higher
the closeness of the correlation, and the contribution is statistically
significant. If Y7, a7 is very close to 1, then ¢” is very small, which
means that multiple experimental groups have the same intrinsic
characteristics. The greater the contribution degree of the extracted
common factors, the better the effect of factor analysis.

3 Experiment: main factors affecting
the propagation scale

Different viruses use different techniques and thus have different
probabilities of propagation. Our simulation will mainly focus on the
characteristics of Oday vulnerability viruses, that is, the high probability
of infecting a computer. Viruses that use traditional techniques are less
likely to infect a computer than the former because they are easily
detected by anti-virus means.
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This section will discuss the relationship between each
variable and the virus propagation scale. The following
paragraphs are organized according to different network
topologies. that have different
contributions to the influence on the virus propagation scale,

There are five variables

including the probability of the device being infected in the data
center network, the access of the propagation source, the number
of propagation sources, the data center network topological
parameter, and the data center network topology architecture.
The range of values of each variable and the reasons for their
selection are shown in the table. It should be noted that each virus
propagation scale is obtained by averaging 500 simulations with
the IC model.

Ranges for each variable in Leaf-spine, Fat-tree, and Bcube
network were summarized in the table. These tables are placed in
the Supplemental Material S1. You can quickly check the variables
with these tables.

3.1 Experiments in Leaf-spine network
Introduction of Leaf-spine in this architecture: at the upper layer
are the core switches, and at the lower layer is the access-layer

switches, with up to 24 or 48 ports.
The selection of ranges for each variable is explained as follows.
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FIGURE 6

This figure discusses the relationship between topological parameters and virus spread rate in Fat-tree. On the horizontal axis is the probability of the
device being infected and on the vertical axis is the virus spread rate. The row represents the cases with the same propagation source access and the
column represents the cases with the same count of propagation sources. As shown in experiments with the medium-sized data center network, the
capability of the networks for suppressing the propagation tends to be consistent in the face of viruses with high propagation capacity. The average
propagation scale of small-sized Fat-tree networks is smaller than that of large-scale networks when faced with viruses with low propagation capacity.

- Regarding the probability of the device being infected, we have variables of the propagation source access. In the experiments,
considered calculating it according to the propagation these accesses are used as sources for the simulated
probability of the source in a point-to-point relationship. But propagation. Specifically, the server layer is added as a
this does not correspond to the realistic situation, where whether scenario in the experimental simulation. As it is a common
the virus will infect the device depends on many factors, such as scenario that a virus invades a personal PC via email, the server
the opening of the device port, the installation of the device layer as a propagation source access is used in the simulation to
patch, the use of a 0-day vulnerability in the virus, etc. So the describe this scenario, even though the server layer is not part of
probability of a device being infected is used to describe the the network in the data center network.
situations mentioned above. This modification is already - Regarding the count of propagation sources, we demonstrate
mentioned in the method section. the cases where the count is 1,3,5. We mainly show the three

- Regarding the access of propagation sources, the number of values that have differences. And we also experiment for the
devices at the spine layer, leaf layer, and server layer is taken as cases where the count is 1-10.
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This figure discusses the relationship between the variables and

the propagation scale in Bcube. On the horizontal axis is the
probability of the device being infected () and on the vertical axis is the
virus spread rate. The figure shows various scenarios on different
topological parameters. The lines with different colors and markings
represent the count of different propagation sources. The band in
lighter color indicates the difference resulting from different
propagation source access, i.e., layer layer vs. server layer.

- Regarding the Spine-leaf network topological parameters,
we mainly adjusted the number of devices at the Leaf layer.
The Leaf layer is the central layer of the network, with the
number of devices at the upper and lower layers set
according to the number of ports of the switches at the
middle layer. Specifically, the devices at the Leaf layer
generally switch with medium processing power, with
fewer ports linked to the upper layer than those linked
to the lower layer. The number of ports linked to the lower
layer is generally 24 or 48. To keep the number of network
nodes roughly the same, we set the number of devices at the
server layer as 48 and 24.

There are separate characteristics of propagation when the
access is the server layer. The count of propagation sources is
also basically linearly and positively correlated with the
propagation scale. With low launching costs, this kind of
phishing email can be executed with multiple propagation
sources. Experiments show that the propagation scale caused by
attacks against the server layer of the network is cumulative. Figure 2
focuses on the effect of the count of propagation sources on the
propagation scale.

In summary, in the Leaf-spine architecture, the probability of the
device being infected (p) has the most significant impact on the
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propagation scale, as shown in Figure 3. Exceptionally, the virus
propagation scale is affected by both the count of propagation
sources and the probability of the device being infected when the
propagation source access is the server layer.

3.2 Experiments in fat-tree networks

Fat-tree is a traditional topology commonly used today. It
generally consists of three layers, i.e., the core layer, aggregation
layer and access layer. The core layer is carried by a core switch with
high throughput performance. The aggregation layer carries the data
traffic in the east-west direction.

- The reasons for the range of values of the probability of the
device being infected are described in the section of Leaf-spine
topology. For the count of propagation sources, we choose a
relatively small value. In the experiment, we assume that basic
border security measures are taken in the data center network.
And in light of the realistic situation of network penetration
and intrusion by viruses, the set of values from 1 to 5 is
considered.

- For the network topological parameters, the total number of nodes
needs to approximate that of other network topologies for
subsequent comparison with other topologies, so we use the set
of parameters 10-15 to form a network with a total of 1k-2k nodes.

According to the experimental results, there is a correlation
between the probability of the device being infected p and the
spread rate, as shown in Figures 4, 5. When p is less than the
threshold value, the growth of the spread rate tends to speed up
first and then slow down. When p is greater than the threshold
value, the spread rate basically shows a linear growth trend. The
threshold value is the outcome of a combination of variables, with
an average of 25%. The reason for the varied speed of the spread
rate growth may be that when the value of p is small, the virus has
a low chance of reaching other branches of the network topology
through secondary propagation. The propagation characteristics
are different from those of other propagation accesses when the
propagation source access is the server layer. This situation is
discussed separately later.

In summary, some generalized conclusion are verified through
experiments, including the following: Under the same conditions,
the source access with the greatest propagation effect is the core
layer.

= Under the same conditions, the source access with the greatest
propagation effect is the core layer.

- The probability of the device being infected p and the count of
propagation sources are positively correlated with the
propagation scale, but there is no linear correlation between
them when p is less than the threshold value.

For Fat-tree, there are some special findings, including the
following, as shown in Figure 6.
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This figure discusses the relationship between the count of propagation sources and the virus spread rate. The points with different colors and
markings represent different probabilities of the device being infected (). The upper and lower intervals of the points represent the differences caused by
various propagation source accesses. The experiment shows that in a medium-sized network, the virus propagation scale is stable at a certain value when
count>5. The initial propagation scale of a single propagation source differs significantly with different topological parameters. The medium-sized
network here refers to the medium-sized data center network with 3,000-10,000 device nodes.

- Under the condition where other variables are the same, the
probability of a device being infected has a greater influence on
the final propagation scale than the other two factors.

- When the access of the propagation source is the server layer, the
virus propagation scale is mainly influenced by both the count of
propagation sources and the probability of a device being infected.

- Leaf-spine has an advantage over Fat-tree in inhibiting virus
propagation for highly penetrative viruses and Trojans. Fat-tree
and Spine-leaf are the data center network topologies
commonly used today. Both are switch-centric networks apt
to common applications. In practical scenarios, one can make
adaptations to obtain better network structure security.

3.3 Experiments in Bcube networks

BCube is similar to DCell. It uses additional server ports for
direct connectivity, which are designed for modular network
deployments. Microsoft recommends BCube and established the
BCube source routing protocol to manage the data center network
topology. Generally, this topology requires multiple NIC’s in each
server.

Frontiers in Physics

There is an epidemic threshold between p and the spread rate, as
shown in Figure 7. As p increases, the spread rate grows rapidly and
then gradually approaches a steady state, as shown in Figures 8, 9.

4 Comparison of the average
performance of DCN topological
parameter sets and topologies

Network topology and topological parameters are the
variables over which the network security defender has control
[23]. Therefore, the relationship that the network topology and
topological parameters have with the virus spread rate in the
network is discussed separately in this section. Specifically, in the
actual scenario, the properties of the virus, the propagation
source access, and the count of propagation sources cannot be
controlled. We, as network maintainers, can only take security
measures and strategies. As for the structural security of the
network, the network topology and topological parameters are
under our control. Organizations that prioritize network security
face the need to select the data center network topology at the
early stage of data center network construction. In the
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This figure discusses the virus spread rate for different parameter groups in Bcube. On the horizontal axis is the probability of the device being
infected, on the vertical axis is the virus spread rate, and the lines in different colors represent the performance of each parameter group. In the Bcube
network topology, for the same number of layers, the virus propagation scale in the network decreases with the number of network cubes . That is, the
smaller the Bcube network size, the lower the virus spread rate in the network. Correspondingly, the experiment shows that for the same , the
smaller, the lower the virus spread rate. Speculatively, when is lower than 20%, the virus still spreads in a single cube in Bcube; when is more than 20%, the
virus starts to transit through devices at the layer and reach other cubes, resulting in a chain effect.

TABLE 1 Accumulated Variance Contribution Rate for factors.

Factors (Accumulated) Factor1 Factor2

Accumulated Variance Contribution Rate 0.87360746 0.96972208 0.99167404

TABLE 2 Score for each N_Fat_tree.

N_Fat_tree

score 0.86203693 1.09144286 —-0.28039303 0.01298709 —-1.00953034 —-0.67654351

maintenance period, organizations have the need to adjust the  network topology are experimented with. To control the variables,
number of data center network devices. The above two needs  we experiment with the count of propagation sources from 1 to 5.
correspond to the network topology and topological parameters =~ The comparison experiment will be implemented as follows.
respectively. Comparing the spread of viruses in a network with the
parameter sets calculated by our framework with general values.
In order to compare the difference in the effectiveness of different

4.1 Comparison of network topological parameter groups, we demonstrate the difference between
parameters parameter groups by propagation scale.
Sp—Sa
In order to obtain the topological parameter sets with low virus A= s

spread rates for the same topology, different parameter sets in each
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Through the calculation method described in this paper, we can
conclude that the virus suppression capability of the network is stronger
than on other parameters when N = 14. For example, at = 13%, the
average virus spread rate reduces by 32%. The blue frame

represents the case when <31%. From the experiment, it is clear that the
parameter is not significantly related to the virus spread rate. This is
because the variance of the spread rates is large at <31%.

TABLE 3 Accumulated Variance Contribution Rate in leaf-spine.

Factors (Accumulated) Factor1  Factor2  Factor3

Accumulated Variance Contribution 0.81294913 = 0.88018888 | 0.941966

Rate

The value A is the difference between the parameter group we give
and the mean value in terms of propagation size. S, represents the spread
rate calculated by our framework. S, Indicates the general level. The
relationship between A and the probability p will be shown in the figure.

Through the method described in the section of Method, the
values are obtained in Table of this paper. The values are the
contributions of the factors to the variance and the composite
scores of the topological parameter sets, respectively. A negative
score means that the spread rate is below the mean.

4.1.1 Relationship between topological parameters
and virus spread rate in Fat-tree

The conclusion changes if the propagation source access and the
count of propagation sources are taken into account. Through the
method described in the section of Method, the values in Tables 1, 2 can
be obtained. The values are the contributions of the factors to the
variance and the composite scores of the topological parameter sets,
respectively. A negative score means that the spread rate is below the
mean. From the factor analysis, it can be concluded that for N = 14, the
virus spread rate is lower than the other cases. For example, at P = 13%,
the average virus spread rate decreases by 32%, as shown in Figure 10.

4.1.2 Relationship between topological parameters
and virus spread rate in Leaf-spine

In the following experiments, we discuss the impact of
changing the topological parameters on the spread rate at the
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TABLE 4 Score for each value of Leaf.

score 1.32078982 = -0.13842144 = -1.60380263 = -0.2272794  0.64871365

Leaf layer. Virus prevention in data center networks is mainly for
the server layer and the leaf layer in the network. The server layer
is directly connected to user PC’s, which are vulnerable to email
virus attacks, etc. The devices at the leaf layer assume the function
of network access, which are vulnerable to virus attacks resulting
from system vulnerabilities. The following paragraphs will focus
on these two scenarios.

As for the specific parameter and scenario settings, firstly,
the simulated scenario is a computer virus breaking through the
border via email, and the virus is a non-directionally placed
worm. Secondly, we change the number of devices at the leaf
layer in the network topology to simulate spine-leaf expansion,
while calculating the virus propagation range. Different
topologies are simulated corresponding to the way of
abstracting the number of device nodes at the Leaf layer, and
the number of devices at the spine layer is set as 18. The
approach of increasing the number of nodes in the spine
layer or the leaf layer is usually taken for the expansion of
Spine-leaf. Finally, the total number of nodes in the network is
kept consistent for a fair comparison. When the number of
nodes at the leaf layer increases, the number of server nodes
linked to each leaf reduces. The numbers of nodes at the leaf
layer are 24, 36 48, respectively and the corresponding numbers
of ports on the switch are 48, 32, and 24, respectively. These
three types of Leaf lead to the same network size.

Through the method described in the section of Method, the
values in Tables 3, 4 are obtained. The values are the contributions of
the factors to the variance and the composite scores of the
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Through the calculation method described in this paper, we can
conclude that the virus suppression capability of the network is
stronger when = 4 and = 4. For example, at = 28%, the average virus
spread rate reduces by 16%. The blue frame represents the case
when 19%< <37%. As shown in the figure, the parameters selected with
the Method have passed the verification. The propagation suppression
capability of the network corresponding to the parameters is stronger.
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TABLE 5 Accumulated variance contribution rate in Bcube.

Factors (Accumulated)

Accumulated Variance Contribution Rate 0.73815036 0.913826 0.96980259

TABLE 6 Score for each value of Bcube.

Topology

score ~0.92265521 0.41569233 095278121 ~0.33374063 ~0.10576759 ~0.00631011
topological parameter sets, respectively. A negative score means that When constructing a data center network, we often face the choice
the spread rate is below the mean. of network topologies. Our experiments compare the propagation

Through the calculation method described in this paper, we  characteristics of Spine-leaf, Fat-tree and Bcube, as shown in Figure
can conclude that the virus suppression capability of the  12. We choose the 3 topologies because they are the most common
network is stronger than on other parameters when Leaf =  options in the market today. Fat-tree is a traditional architecture, which
14. For example, at p = 7%, the average virus spread rate reduces  is used by most data centers with less than 10,000 devices, while Spine-
by 31%. The blue frame represents the case when p <20%. As  leaf is an increasingly popular topology, which is applied in Facebook’s
shown in the Figure 11, the propagation suppression  data center and expected to prevail in the future. Organizations with
capability is strong in most cases when the number of  needs for information security should try to choose a network topology
devices at the leaf layer is 24 (except for the case of p <3%  that works against the spread of computer viruses. In data center
and discrete values). maintenance, the network topological parameters are also adjusted to

According to the experiment, firstly, the propagation scale grows  inhibit virus propagation.
linearly by increasing the count of propagation sources when the
probability of the device being infected is determined; secondly, the
smaller the number of nodes at the leaf, the lower the propagation 5 Conclusion
scale. This indicates that the overall suppression of virus
propagation can be achieved by reducing the number of devices e In this work, the propagation model was first introduced to
at the middle layer during network maintenance. simulate virus propagation in the related work to data center

networks. Our experiments focused on the relationship
4.1.3 Relationship between topological parameters
and virus spread rate in Bcube

Through the method described in the section of Method, the
values in Tables 5, 6 are obtained. The values are the contributions of

1.0 [— Fattree | 00
the factors to the variance and the composite scores of the Boube
. . we | @afspine
topological parameter sets, respectively. -

4.2 Comparison of different topologies 1o
If we act as the defender of network security, the characteristics of o
computer viruses are not under our control. Different network topologies
have different influences on the spread of computer viruses. A specific 02
network topology helps to reduce the final propagation scale [24, 25]. In
this regard, we have done experiments to investigate two main issues. 0.0
Firstly, we study the main factors affecting the network propagation scale. 0 20 40 60 80 100
Secondly, we study the changes in the propagation scale under different g’
topologies, while figuring out which network topology has an inhibitive FIGURE 12

This experiment investigates the effect of the probability of the
device being infected and the count of propagation sources on the
propagation scale in three DCN topologies. On the horizontal axis is
this paper through experiments and analyze the performance of the probability of the device being infected; different colors

these three topologies under different scenarios. We also represent different network topologies. The bands in lighter colors

. . . indicate the differences caused by different propagation source
compare the impact of different topological parameters on accesses. According to the experiments, we can conclude that in the

the virus spread rate. At the same time, we introduce this same topology, the virus spread rate is lower in a network with less
number of nodes between layers (Other things being equal).

N A . . Furthermore, Spine-leaf is better than Fat-tree and Bcube at inhibiting
hoping that more network security practitioners will study virus propagation.

and analyze other topologies.

effect on virus propagation.
In this part, we compare the three topologies mentioned in

method of analysis to the domain of data center network,
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between network topological parameters and virus spread
rates. The scalability of data center networks or the use of
propagation models in network modeling has been the focus of
prior studies, and the relationship between the architecture of
the data center network and the size of viral transmission has
seldom been discussed.

To find the set of parameters with the best viral suppression
effect, we proposed a computational framework using factor
analysis. By using this framework, we were able to rank each
parameter group according to a composite score, which
resolved the issue of parameter group performance rankings
that varied among 3,000 simulated situations. In the
meanwhile, using the factor analysis approach, which can
characterize the variable data, the common factors were
identified.

In this paper, we studied the relationship between changes in
network topological parameters and virus spread rate by using
the framework described above. One security step that
networks security administrators may take to stop viruses
from spreading throughout the network is to change the
topology of the network. Experiments have shown that
Leaf-spine and Bcube with fewer switches at the switch
layer have a higher impact on virus suppression in
medium-sized data center networks. For example, for Leaf-
spine, when Leaf = 24 and p = 7%, the average virus spread rate
can be reduced by 31%.

To demonstrate a method for topology selection early in the
development of a data center network, we completed the
experiments for the advantages of three different network
topologies. It is necessary to choose a proper network
topology for organizations with stringent security
requirements. According to the experiments. Leaf-spine has
a better propagation suppression effect when faced with
viruses with high penetration and propagation capability
than the other two types of network topologies.

As demonstrated in other experiments, to decrease the rate at
which a virus spreads within an existing network topology, it is
first necessary to lower the likelihood that the network will
become infected; next, it is essential to stop the virus from
accessing critical areas; and finally, it is necessary to lower the
number of invading viruses. For Fat-tree, the protection
priority rankings are core > agg > edge layer; for Spine-leaf,
the rankings are spine > leaf > server layer; for Bcube, the
rankings are Layer = server.

Based on our research into the three popular network
topologies, we anticipate that future literature will explore the
effects of alternative topologies. Various devices have different
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