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In this work, the issue of event-triggered-based asymptotic tracking adaptive control of stochastic nonlinear systems in pure-feedback form with strong interconnections is considered. First, a new decentralized control scheme is developed by introducing the new types of Nussbaum functions, which enables the output of each subsystem to asymptotically track the desired reference signal. Second, the nonaffine structures and the unknown control gains existing in the nonlinear systems are a part of the considered system model, which makes it more complicated to design the decentralized controllers. Therefore, the complexity caused by the nonaffine structures is faciliated by mean value theorem and the unknown control gains are handled by a novel Nussbaum function in our proposed design scheme. Meanwhile, the unknown nonlinearities of the system are approximated by using intelligent control technology. Furthermore, an event-triggered method is introduced in the design process to save communication resources effectively. It is shown that all signals of the closed-loop systems are bounded in probability and the tracking errors asymptotically converge to zero in probability. Finally, the simulation results illustrate the effectivity of the presented scheme.
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1 INTRODUCTION
Stochastic external disturbances exist in many branches of science and industry such as unmanned air vehicles, intelligent home and distributed networks [1,2]. Seeing that stochastic nonlinear systems can model a mass of artificial or physical industrial platforms with stochastic external disturbances, it is necessary and beneficial to study them for the vast majority of researchers [3–5]. Recently, stability control of stochastic nonlinear systems with strict feedback or nonstrict feedback form has been the hot topic discussed by many researchers. Nevertheless, most of actual models do not satisfy strict-feedback and nonstrict-feedback form [6–9]. Therefore, numerous researchers have devoted themselves to the study of adaptive controller design for stochastic nonlinear systems in pure-feedback form such as mechanical and electrical systems, biochemical medical systems, and dynamic model systems in pendulum control. More researches on stochastic nonlinear systems with nonaffine structures have been explored, which were considered as complex and challenging themes such as state constraint, adaptive control, and output-feedback control. In [8], the finite-time tracking control problem was addressed for stochastic pure-feedback nonlinear systems by introducing the barrier Lyapunov functions, the mean value theorem, and the adaptive neural networks.
Furthermore, the interconnected systems composed of several subsystems are called large-scale systems. The large-scale systems have been extensively investigated because of their countless applications in power systems, mobile satellite communication systems, and multiagent systems. However, different from the existing literature [10,11], the interconnection terms of strongly interconnected nonlinear systems contain all the state variables of the other subsystems. There is no doubt that the design of the centralized controller of large-scale systems is difficult due to the existence of physical communication limitations among subsystems. Therefore, the decentralized control scheme was proposed in order to achieve the desired control goal of large-scale systems. For uncertain interconnected systems with dynamic interactions [10], presented a new decentralized adaptive backstepping-based control algorithm to deal with discontinuity caused by state-triggering. In [11], the decentralized event-triggered fault-tolerant control (FTC) scheme was proposed for the interconnected nonlinear systems with unknown strong coupling and actuator failures. Different from the centralized control, decentralized control not only mitigates computation burden, but also strengthens robustness of systems. Simultaneously, since event-triggered control (ETC) strategy can effectively reduce resources waste of unnecessary communication, it has become an attractive research orientation. The ETC strategy is that the control signal does not change in real time, but is restricted by the trigger condition. It only changes at the moment of trigger and remains stable within the trigger interval. So far, many meaningful results on ETC strategy have been obtained [12–14]. For asymptotic tracking of uncertain nonlinear systems [13], a novel adaptive event-triggered control framework was proposed to reduce the communication burden. Furthermore, the adaptive event-triggered tracking control problem was considered by relaxing the feasibility condition of the intermediate virtual controller for a class of stochastic nonlinear systems [14]. Although the ETC strategy has been employed to diversified nonlinear systems in aformentioned results, the ETC mechanism based on relative threshold for stochasitc interconnected pure-feedback nonlinear systems are yet to be investigated.
Moreover, the issue of adaptive control for nonlinear systems with stochastic disturbances has attracted extensive attention from innumerable scholars [15,16]. On the one hand, neural networks (NNs), which is identified as a powerful tool to approximate unknown nonlinearities, has been extensively used in the adaptive control. On the other hand, how to deal with the control gain of stochastic nonlinear systems is also a concern. As we all know, compared with the bounded and stable characteristics of stochastic nonlinear systems, how to realize asymptotic tracking control has more practical significance and research value. Therefore, a new type of Nussbaum function is applied to the adaptive controller design, which makes the nonlinear systems realize asymptotic tracking and eliminates the influence of the unknown control gains [17]. So far, although remarkable results have been obtained in the research of stochastic nonlinear systems by using Nussbaum function, there exist few results about how to construct event-triggered-based adaptive controllers for stochastic systems with nonaffine structures and strong interconnection terms, which motivates us for this study.
In this paper, an event-triggered based adaptive decentralized asymptotic tracking control scheme is proposed for stochastic nonlinear systems with nonaffine structures and strong interconnection terms. The main contributions of this work are three-fold: 1) One thing that needs to be stressed is that it is very complicated to design decentralized controllers for interconnected systems, especially for the interconnected systems with both stochastic terms and nonaffine structures. Thus, a new decentralized control scheme is first developed by introducing the new type of Nussbaum functions, which realizes the asymptotic tracking control in probability for stochastic interconnected pure-feedback systems. 2) Meanwhile, how to save the system-limited transmutation resource for nonlinear systems, especially for uncertain stochastic interconnected pure-feedback systems is also a crucial issue. Therefore, the ETC strategy based on relative threshold is developed and only an adaptive law needs to be designed for each n-order subsystem, which greatly conserves the communication resources. 3) The interconnected terms in the nonlinear systems considered are associated with all state variables, which makes the traditional decentralized control method unavailable. Hence, to solve the problem, a decentralized control scheme using variable separation technique is presented.
2 SYSTEM DESCRIPTION AND PRELIMINARIES
Consider a stochastic nonlinear system:
[image: image]
where ω is standard Wiener process; x ∈ Rn is the system state, fu: Rn → Rn and hs: Rn → Rn×r are locally Lipschitz functions. Next, some necessary definitions are introduced into this paper.
Definition 1 [18]: Combining with the differential Eq. 1, for any given [image: image], define the differential operator L as follows:
[image: image]
Definition 2 [18]: If the equality [image: image] holds, system 1) remains bounded in probability. Then, system 1) is identified as asymptotically stable in probability, if it satisfies that equality and [image: image].
The stochastic interconnected pure-feedback nonlinear systems are described as:
[image: image]
where [image: image] represents interconnected terms of the nonlinear systems with [image: image] being state vector of the ith subsystem, ui and yi are the input and output of the ith subsystem, respectively. [image: image] are smooth unknown functions. [image: image] and [image: image] represent smooth interconnected terms. Let [image: image], [image: image].
According to the properties of the mean value theorem [19], there must exist [image: image] and [image: image]. There are point [image: image] between [image: image] and xi,j+1 and [image: image] between [image: image] and ui such that system 3) can be rewritten as:
[image: image]
where Φi,j and [image: image] are unknown gain functions.
The control objective of this paper is to design decentralized adaptive controllers for system 3) so that the tracking errors between system outputs and reference signals asymptotically converge to zero in probability and all the signals are semiglobally uniformly ultimately bounded in probability. To realize the desired control objective, some lemmas and assumptions are showed below.
Assumption 1: The functions Φi,j (i = 1, … , N, j = 1, … , ni) are bounded; there exist positive constants ςm and ςM such that [image: image]. Moreover, all the signs of [image: image] are getatable for overall design procedure. Without loss of generality, it is assumed [image: image].
Assumption 2: The desired reference trajectories are represented as [image: image], where their cth derivative for c = 1, … , ni is assumed to be continuous and bounded.
Assumption 3 [20]: There are strict increasing smooth functions [image: image] satisfying [image: image] with [image: image] for the unknown nonlinear interconnected terms [image: image].
Remark 1: If ar⩾0, for r = 1, … , ni, [image: image] can be employed due to the strict increasing property of [image: image]. Particularly, smooth functions [image: image] are introduced such that [image: image], which has
[image: image]
Assumption 4 [21]: There are strict increasing smooth functions [image: image] satisfying [image: image] with [image: image] for the unknown interconnected terms [image: image].
Remark 2: Apparently, there exist smooth functions [image: image], we have
[image: image]
where br⩾0.
Lemma 1 [22]: The Nussbaum function is given as [image: image] if [image: image], where b is a positive constant, η is a bounded variable, and ςi,j is an unknown but bounded positive constant. Moreover, φi,j and [image: image] must be bounded in probability.
Lemma 2 [23]: For the form of the dynamic system [image: image], if ϑ(t) is positive function, x and y are positive constants, and the initial value ξ(t0) is non-negative, then the solution ξ(t)⩾0 can be obtained for ∀t⩾t0.
Lemma 3 [24]: For any [image: image], one obtains
[image: image]
where ɛ > 0, pc > 1, qc > 1, and [image: image].
Lemma 4 [25]: For any ϖ ∈ R and ɛ > 0, one has
[image: image]
In this work, the radial basis function neural networks (RBFNNs) will be employed to estimate the unknown nonlinear functions [image: image] such that
[image: image]
where Z ∈ Rq denotes input vector of the RBFNNs and q represents the dimension of the RBFNNs input. The estimation error is represented as [image: image] with [image: image], where [image: image] is a positive constant. [image: image] denotes weight vector with l > 1 being the node number of RBFNNs. The basis vector of RBFNNs is denoted as [image: image]. Besides, the basis functions [image: image] are selected as
[image: image]
where [image: image] is the center of the receptive field and ¯λ is the width of the Gaussian function. The ideal weight vector W is defined as
[image: image]
Lemma 5 [26]: Consider a class of Gaussian function as basis function. Let [image: image], the upper bound of [image: image] is represented as [image: image], where s is a limited constant.
In this section, the controllers design procedure based on the backstepping will be presented. The RBFNNs will be used to estimate the unknown nonlinearities. In addition, the virtual control signals and the adaptive laws are designed as follows:
[image: image]
where ki,j, ai,j, γi, and σi are positive design parameters and [image: image] with [image: image]. In addition, [image: image] is the estimation of θi with θi = max{‖Wi,j‖2; i = 1, 2, … , N, j = 1, 2, … , ni}. Particularly, the error variables zi,j satisfy the following variables transformation:
[image: image]
Lemma 6 [27]: According to the variables transformation zi,j = xi,j − αi,j−1, the strong interconnected term result can be obtained
[image: image]
where d* being the sum of upper bound of ydi, [image: image], [image: image], for i = 1, 2, … , N, j = 1, 2, … , ni. In addition, to simplify the formula, [image: image] will be denoted as χm,l.
3 MAIN RESULT
For the sake of convenience, the state vector [image: image] and the time variable t will be omitted. Moreover, Si,j (Zi,j) will be denoted as Si,j.
Step i, 1: Based on zi,1 = xi,1 − ydi, zi,2 = xi,2 − αi,1, the derivative of zi,1 is given by
[image: image]
The Lyapunov function candidate Vi,1 is selected as
[image: image]
where γi > 0 is a positive constant and [image: image].
Differentiating Vi,1 yields
[image: image]
By applying Assumption 3, 5), 7) and 14), we have
[image: image]
where [image: image] and [image: image]. Let Ki,1 = ψi,1 ((M + 1)d*).
Then, Lemma 4 is employed to Ki,1 yields
[image: image]
By using Assumption 4 and (6)–(14), we can obtain
[image: image]
where li,1,1 is a positive constant and [image: image].
Submitting (18)–(20) into (17), we get
[image: image]
Step i, j: Define zi,j = xi,j − αi,j−1 (2⩽j⩽ni − 1), one can get the derivative of zi,j
[image: image]
[image: image]
Next, the Lyapunov function Vi,j is designed as [image: image], we further have
[image: image]
By applying Assumptions 3, 4 and (5)–(14), one has
[image: image]
where for k = 1, 2, … , j, [image: image]. [image: image]. Let [image: image].
By using Lemma 4, one obtains
[image: image]
Next, we further obtain
[image: image]
where for k = 1, 2, … , j, li,j,k are positive constants, [image: image].
It follows from (Eqs 22–27) that
[image: image]
Step i, n: Based on [image: image], the derivative of [image: image] is given by
[image: image]
[image: image]
Next, consider a Lyapunov function as [image: image], the following result holds
[image: image]
Repeating the same derivations as (25) and (27) yields
[image: image]
where for k = 1, 2, … ni, [image: image] are positive constants.
Combining with the whole design procedures from Step 1 to Step ni, choose Lyapunov function for the ith subsystem as
[image: image]
Thus, the Lyapunov function of the nonlinear systems is designed as
[image: image]
Next, utilizing (21) (28), and (32), one obtains
[image: image]
where
[image: image]
[image: image]
[image: image]
[image: image]
By rearranging sequence for above terms, we have
[image: image]
[image: image]
[image: image]
By utilizing the adaptive laws (12), above rearranging sequence, and Lemma 5, the second-to-last term in (Eq. 35) is further handled, one has
[image: image]
Next, for j = 1, 2, … , ni − 1, based on Assumption 1 and Lemma 3, we can obtain
[image: image]
Then, from (Eqs 39–43), Eq. 35 can be rewritten as
[image: image]
where
[image: image]
[image: image]
[image: image]
The approximation ability of RBFNNs is applied to [image: image], we have
[image: image]
where [image: image].
In addition, we can obtain below inequalities by using Young’s inequality
[image: image]
where [image: image].
Based on above overall backstepping design procedures, we construct the virtual controllers for ith subsystems as
[image: image]
[image: image]
[image: image]
[image: image]
where ei(t) = wi(t) − ui(t) denote errors. ki,j, Pi,j, 0 < β < 1, ϕ, mi > 0, and [image: image] are all positive parameters. In addition, κi,1t) and κi,2t) are time-varying parameters satisfying |κi,1t)|⩽1 and |κi,2t)|⩽1.
Thus, the controllers can be chosen as
[image: image]
Then, by substituting Eqs 50–54 into Eq. 44, one has
[image: image]
where
[image: image]
Next, substituting the designed controllers and Eq. 56 into Eq. 55, we have
[image: image]
where [image: image].
Furthermore, according to the inequality [image: image], the below result holds
[image: image]
where [image: image].
Theorem 1: Consider the stochastic interconnected nonlinear systems in pure-feedback form (Eq. 3), the adaptive laws (Eq. 13), the virtual controllers (Eqs 53, 54), and the actual control inputs (Eq. 55) based on Assumptions Eq. 1-4 are obtained. Above design procedures ensure that the signals of closed-loop remain semiglobally uniformly bounded in probability and zi,1 is asymptotically converge to zero in probability. In addition, the tracking error zi,j converge to compact set ΩZ, which is defined as
[image: image]
where c = min{4ki,j, σi, i = 1, 2, … , N, j = 1, 2, … , ni}, [image: image], [image: image], [image: image], and [image: image].
Proof: Based on above design parameters [image: image] Eq. 58 is rewritten as follows:
[image: image]
holds for ∀t⩾0. According to (12) and Lemma 2, [image: image] for t⩾0, when [image: image] for i = 1, 2, … , N. Hence, [image: image] for i = 1, 2, … , N, j = 1, 2, … , ni. Furthermore, [image: image] must be non-negative so that φi,j and [image: image] are non-negative with [image: image]. Then, Eq. 60 is transformed into
[image: image]
where [image: image] is defined as [image: image], and it is an unknown constant. Then, we take the integration of Eq. 61
[image: image]
Furthermore, one obtains
[image: image]
such that zi,j remain bounded for i = 1, 2, … , N, j = 1, 2, … , ni. Based on Eq. 63, we can conclude that zi,j eventually converge to compact set ΩZ. Moreover, from Eqs 50, 51 and [image: image], it yields that
[image: image]
Hence, taking the integration of Eq. 64, we have
[image: image]
As a result, [image: image] is integrable in probability over [0, tM]. Then, employing stochastic Barbalat’s theorem [28,29], we can see that [image: image]. Then, one has
[image: image]
The proof is finished.
Finally, for relative threshold ETC strategy, the Zeno phenomenon is a problem that must not be ignored. Therefore, there is a [image: image] such that [image: image] for ∀k. According to the definition of ei(t) = wi(t) − ui(t), we have
[image: image]
We can know that wi(t) is bounded due to the existence of bounded variable signals. Consequently, it can be realized that wi(t) are smooth functions, thus [image: image] are bounded. There must be a positive constant [image: image] such that [image: image]. According to ei(t) = 0, [image: image], the lower bound of [image: image] is [image: image]. As a result, we can always make sure that [image: image] is not zero. The Zeno phenomenon would not be presented in our design process.
Remark 3: The previous analysis shows that the stability of the researched systems depends on the design parameters ki,j, ai,j, γi, ɛi,j and σi (i = 1, 2, … , N; j = 1, 2, … , ni). By adjusting parameters ɛi,j, ai,j, σi, γi to make the term D in Eq. 63 relatively small, and adjusting parameters ki,j, σi to make the term c in Eq. 63 relatively large. Then the proposed control strategy can ensure the stability of the closed-loop system.
4 SIMULATION EXAMPLE
At this section, the simulation results of the stochastic interconnected pure-feedback systems including three subsystems show effectiveness of the control scheme
[image: image]
In simulation, the design parameters are defined as follows: γ1 = 1, γ2 = 1, γ3 = 1, σ1 = 0.1, σ2 = 0.01, σ3 = 0.1, a1,1 = 0.01, a1,2 = 0.01, a2,1 = 2, a2,2 = 1, a3,1 = 0.1, a3,2 = 0.5, P1,1 = 0.01, P1,2 = 0.01, P2,1 = 0.001, P2,2 = 0.001, P3,1 = 1, P3,2 = 1, k1,1 = 7, k1,2 = 12, k2,1 = 6, k2,2 = 8, k3,1 = 5, k3,2 = 1, β = 0.1, ϕ = 0.5, [image: image], [image: image], [image: image], m1,1 = 0.2, m2,1 = 0.9, and m3,1 = 0.5. Initial values are given as [image: image], and [image: image], [image: image] The desired signals are chosen as yd1 = sin(t), yd2 = cos(t), and yd3 = cos(t).
The simulation results are presented in Figures 1–9 by using the Matlab routine. Figures 1–3 show output signals y1, y2, y3 and desired signals yd1, yd2, yd3 respectively. As shown in Figures 1–3, the results demonstrate favourable tracking performances. Figure 4 shows the curves of adaptive laws [image: image], [image: image], and [image: image]. The tracking errors are presented in Figure 5 and converge to zero in probability. Figure 6 illustrates that control inputs u1, u2, and u3 are bounded. Finally, the profiles of event-triggered times are provided in Figures 7–9.
[image: Figure 1]FIGURE 1 | The trajectories of y1 and yd1.
[image: Figure 2]FIGURE 2 | The trajectories of y2 and yd2.
[image: Figure 3]FIGURE 3 | The trajectories of y3 and yd3.
[image: Figure 4]FIGURE 4 | The trajectories of [image: image], [image: image] and [image: image].
[image: Figure 5]FIGURE 5 | The trajectories of z11, z21 and z31.
[image: Figure 6]FIGURE 6 | The trajectories of control inputs u1, u2 and u3.
[image: Figure 7]FIGURE 7 | Triggering event subsystem1.
[image: Figure 8]FIGURE 8 | Triggering event subsystem2.
[image: Figure 9]FIGURE 9 | Triggering event subsystem3.
5 CONCLUSION
This paper has proposed the event-triggered-based asymptotic tracking control scheme for a class of uncertain stochastic interconnected nonlinear systems in pure-feedback form. The effect caused by the unknown control gains and the nonaffine structures have been eliminated by using the new types of Nussbaum functions and the mean value theorem, respectively. Then, the decentralized controllers have been constructed to achieve desired tracking performance. Furthermore, it has been proved that the proposed controllers guarantee that all signals remain bounded in probability. The simulation example illustrates the effectivity of the proposed scheme. In future, we intend to extend the proposed scheme to multi-agent stochastic nonlinear systems with malicious attacks.
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