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As a new technology and application mode, the Internet of Things has an important impact on social life and economic development. In recent years, low-cost optimization of network transmission to solve the congestion problem of multi-layer communication networks has become one of the research hotspots. In this paper, a multi-dimensional communication data transmission model based on a multi-layer network is proposed. It then uses cooperative evolutionary game theory to calculate revenue, update weights, and adapt neighbors. Finally, the attention mechanism is dynamically introduced to share the weights of the multi-layer network, and the multi-dimensional communication propagation and routing strategies in the Internet of Things are studied and analyzed. The experimental results show that the model proposed in this paper has higher game revenue and application value than traditional single-layer network game theory. In particular, the indicators of cooperation rate, stable state, and maximum cooperation rate are better than the latter. The research results of this paper have important reference value for solving the problems of cooperation dilemma, social stickiness, and synergy in multi-layer networks.
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1 INTRODUCTION
The Internet of Things (IoT) is a network composed of a large number of intelligent devices that can communicate with each other through wireless communication technology, collect and process various data [1], and provide various services for human beings. The application scenarios of IoT are very varied, including smart home, smart transportation, smart medical care, smart industry and so on. However, IoT also faces many challenges, such as huge number of devices, complex and diverse data, dynamic network structure, security and privacy protection [2] and so on.
In order to effectively analyze and manage IoT systems, complex network theory provides a powerful tool. Complex networks are networks composed of a large number of nodes and edges, which can have different attributes and functions, and the structure and dynamics of the networks have complex characteristics, such as small-world effect, scale-free property, community structure and so on [3]. Complex networks can describe various entities and relationships in IoT, such as devices, data, services, users and so on.
However, traditional complex network models often only consider the single-layer network structure, while ignoring the multi-layered, multi-dimensional and multi-typed network features in IoT. For example, devices in IoT can be divided into different layers according to their functions, locations, types and so on. Moreover, there are interactions and influences between different layers. Therefore, single-layer network models cannot fully reflect the actual situation and characteristics of IoT systems. To solve this problem, a new complex network model has emerged in recent years - multi-layer networks [4] (Multilayer Networks, MLN). Multi-layer networks are network structures composed of multiple single-layer networks. Each single-layer network represents a specific dimension or type of entity or relationship. Moreover, there are also cross-layer links or couplings between different single-layer networks. Multi-layer networks can effectively describe the multi-layered, multi-dimensional and multi-typed network features in IoT, and can reveal the interactions and influences between different layers of IoT systems. Networks can be used to describe many complex relationship structures, and provide expressions for their interactions. Social relationships, traffic routes, and other types of interactions [5, 6] can be represented by networks, which can reveal attributes from structural information. Such networks are only composed of one type of entity. However, networks that ignore relationship types oversimplify the complexity of system structure attributes. Many systems in modern society can be described by complex networks, such as power grids, transportation networks, and social networks. Alleviating traffic congestion in such network systems is an important problem. Therefore, it is very important to use multi-layer networks to construct complex systems with multiple types of connections or subsystems. Previous research results have proved the difference between networks and aggregated networks under attack in robustness [7]. Ignoring the diversity of networks will lead to information loss and inaccurate interpretation. It is also particularly important to explore the similarities and differences between layers, and it is essential for many application fields to be able to measure the similarity between layers in multi-layer networks [8], such as propagation processes, behavioral and information diffusion [9], link detection in multi-layer networks [10], community detection, etc. Recently, the concepts of multiple community detection and centrality have become an active research topic, which shows that many research results can be obtained by studying such rich structures. In addition, effective traffic allocation strategies are of great importance for alleviating traffic congestion in multi-layer networks. At the micro level, the role of local node structure is considered. At the macro level, the difference in transmission speed among layers is considered. Gao et al. proposed an effective multi-layer network traffic flow allocation [11] strategy. Dong et al. extended the range of available paths, combined with a congestion avoidance mechanism, and proposed a LEO constellation network load balancing routing algorithm based on extended link state, which realized the balanced distribution of business load, reduced link congestion and packet loss rate, and improved the throughput of LEO satellite network [12]. Zhu et al. proposed a multipath routing algorithm based on an improved breadth-first search, which determined the optimal path from multiple shortest paths according to the inter-satellite network, business and node bandwidth capacity [13]. Wang et al. proposed a wireless sensor network ant colony routing algorithm based on adaptive residual energy threshold [14] (ATRE-ARA). The search angle correction pheromone heuristic function was introduced to limit the search path and reduce the node energy cost. In order to solve the problem of link congestion and network performance degradation in some areas, Dong et al. discussed the optimization problem of load balancing routing algorithm [15] and the local optimization problem caused by routing decision based on local link state. The extended local link state load balancing routing algorithm uses the path congestion state to determine the routing, avoids local optimization, and improves the network performance through routing calculation and link congestion state exchange mechanism.
In the previous research results on cooperative games, prisoner’s dilemma game [16] have been widely applied in the interaction of network individuals, and competition and cooperation relationship has been formed between individuals. Each individual can choose cooperation or defection. They can get reward R when they cooperate with each other, and get reward P when they defect each other. If one party chooses to defect and the other party chooses to cooperate, the cooperating party gets S and the defecting party gets [image: image], where [image: image] and [image: image]. These games have two basic characteristics: first, cooperation will maximize the collective benefit, and second, the participant’s transition from cooperators to betrayers will increase his own benefit [17, 18]. Therefore, even if cooperation can bring the highest collective benefit, rational participants will also choose the defection strategy. Therefore, how to understand the emergence and persistence of cooperation in real-world systems has become an active topic, attracting widespread cross-disciplinary attention in academia [19, 20].
In networks of different levels, cooperation between nodes that pay a cost to associate with another node can constitute a basic component of nature and human society [21]. All individuals should act selfishly to maximize their own fitness, thereby ensuring a better survival rate. Therefore, the emergence and maintenance of cooperation in a competitive world is a difficult problem, and explaining the evolution of cooperation between selfish individuals is the core problem of social science and IoT environment [22]. Evolutionary game theory provides a powerful theoretical framework for solving these two problems [23]. Compared with traditional game theory, evolutionary game theory has become a powerful tool for studying various self-organizing behaviors in natural, social, and economic systems. Cooperation is common in behaviors, which is also necessary for the generation and maintenance of order in IoT systems. Understanding how individuals produce cooperation has always been a challenging problem, especially considering the social dilemma that is not conducive to cooperation in social science. Prisoner’s dilemma games [24], snowdrift games, public goods problems are used to simulate the interaction between selfish individuals, and how to solve social dilemmas through self-organization. Based on these games, people have discovered many mechanisms that promote cooperation, including reputation and punishment, network reciprocity [25], success-driven migration, random interaction patterns, memory mechanisms, etc. Zhang et al. introduced a noise element into fitness measurement, which is determined by the parameter that controls the degree of noise. The considered noise-induced mechanism significantly promoted cooperative behavior, which may help explain the emergence of cooperation within populations. Li et al. proposed a new game model with heterogeneous random interaction effects [26] and found that this simple setting has different impacts on the evolution of cooperation in different social dilemmas. The stronger the heterogeneity of interaction probabilities, the more conducive it is to the development of cooperation. Pi et al. studied a memory-based snowdrift game on a network and proposed two strategy updating rules based on profiteers and conformists under the consideration of historical strategies [27], memory strength, payoff information, and memory length. The results show that memory strength, memory length, and consistency ratio can promote the level of cooperation on the network. In these works, since the focus is on the emergence of cooperation, there is no need to include any failure mechanism. That is to say, in this process, no individual is eliminated from the game; obviously this assumption does not apply to real situations. In existing research on network evolutionary games [28], the payoff of individuals is determined by their own and opponent’s strategies according to certain rules. All players are imitating their neighbors to get more payoffs. A failure or elimination mechanism should be added in the game rules. Specifically, assign each individual a fault tolerance parameter, which is the minimum payoff required for individual survival. In some previous studies, an individual’s death usually accompanies the birth of a new individual due to competition between individual neighbors [29] or imitating strategies of those neighbors with stronger adaptability. Although the assumption that death and birth occur at the same time is suitable for solving problems such as whether natural selection favors cooperation and what kind of topology promotes cooperation. The content you want to translate is about constructing a new resource-based conditional interaction model from a micro perspective [30]. Limited resources can not only be redistributed among populations, but the resources owned by players also affect whether they can interact with each other. And it was found that there is an optimal acceptable tolerance interval, which changes with the value of the cost-benefit ratio, making the promotion of cooperation most obvious. When exploring how evolutionary games affect social and economic models of cascading failures and emergence of cooperation [31], in the case of defectors’ existence, individuals are prone to defect for higher instantaneous benefits. In a relatively short period of time, a cascading process of individual death occurs, which even spreads to the whole network, leading to complete extinction. It shows that when most individuals cooperate, the system can maintain a healthy state because large-scale cascading events are impossible. Pi et al. introduced the similarity between players into the strategy updating rules [32] to explore the evolutionary game process, including strategy updating, player type transformation, and dynamic evolution of network structure, and explored the influence of conformists and profiteers on the evolution of cooperation in multiple games. Zeng et al. assumed that individuals follow a probability distribution of normal distribution and exponential distribution and found that a higher standard deviation usually inhibits cooperation in WPDs but promotes cooperation in SDGs [33]. Rationality can survive and make profits through cooperation, which naturally solves the social dilemma of profit and cooperation. Evolutionary game pays more attention to the dynamic process of reaching a steady state and allows trial and error to reach equilibrium. Especially many evolutionary game models are used to study the persistence and emergence of cooperation, such as prisoner’s dilemma game, snowdrift game, public goods game, etc. Nowak and May’s pioneering work [34], on spatial lattice, cooperators can form tight clusters to resist invaders’ invasion, which has a significant impact on cooperative behavior within structured populations. Inspired by this, outside regular lattice, people have done a lot of research on various topological networks, especially scale-free networks [35], small world networks, ER random networks, multi-layer coupled networks, etc.
Therefore, in order to solve the communication network congestion and optimize the network transmission capacity at a low cost, this paper proposes a multi-dimensional communication data transmission model based on a multi-layer network. Then, cooperative evolutionary game theory is used to calculate payoff, update weight, and adapt neighbor. Finally, the attention mechanism is dynamically introduced to share the weight value of the multi-layer network, and the multi-dimensional communication propagation and routing selection strategy in IoT are studied and analyzed.
The remaining work is organized as follows: Chapter 2 introduces the establishment of a multi-dimensional communication data transmission model based on multi-layer networks and specifically describes how to use cooperative evolutionary game theory to calculate revenue, update weights, and adapt neighbors. Chapter 3 uses the Monte Carlo method to study and analyze multi-dimensional communication propagation and routing selection strategies in the Internet of Things. Chapter 4 concludes that the model in this paper can significantly improve cooperation efficiency.
2 THE MULTIDIMENSIONAL DATA TRANSMISSION MODEL BASED ON MULTILAYER NETWORKS
2.1 Multilayer network topology
Consider a multilayer network consisting of [image: image] nodes and [image: image] single-layer networks. The multilayer network is represented as [image: image], where each graph [image: image] is composed of [image: image] identical nodes [image: image] and edges describing the connection of nodes. Assume that these edges are undirected, and the nodes in each layer are selected from the same node set. A schematic diagram of a three-layer network is shown in Figure 1.
[image: Figure 1]FIGURE 1 | An example of a three-layer network.
2.2 Single-layer network routing selection strategy
In the signal propagation process of various communication devices in the Internet of Things, the routing selection strategy is crucial. Using game theory to model the routing selection strategy is one of the main methods. The main idea is that routing nodes will calculate the cumulative payoff with their neighbor nodes through game evolution and choose efficient routing as the transmission path based on the payoff expectation. For convenience, set the node with high routing selection expectation as cooperators and set the node with low routing selection expectation as defectors. In this paper, we will use a small world network as the underlying topology and dynamically realize network evolution based on the Monte Carlo principle [36]. On this basis, each routing node will update its selection strategy synchronously.
2.2.1 Routing node cooperation game payoff calculation
For each given complex network, each node will play the role of router and host, and they all have the ability to generate, accept and forward packets. At the beginning of network evolution game, each node [image: image] is assigned a “role” with equal probability. The “role” is divided into cooperators ([image: image]), defectors ([image: image] ) and neutrals ([image: image] ), where the value of [image: image] is affected by factors such as node transmission capacity, degree value and so on. In this paper, we will use prisoner’s dilemma game to select strategy. Suppose that a player chooses to cooperate or betray in a game. Participants get reward (R) for each mutual cooperation and punishment (P) for each mutual betrayal. If one party chooses to cooperate and the other party chooses to betray, the former gets payoff (S) and the latter gets betrayal payoff (T). Without loss of generality, we can define PDG game payoff space [image: image] by assuming [16] [image: image], and the game nodes [image: image] and [image: image] that are neighbors of each other are expressed as follows:
[image: image]
The payoff expectations of them in prisoner’s dilemma game are as follows:
[image: image]
where [image: image] represents betrayal payoff, and [image: image].
The iterative algorithm of prisoner’s dilemma evolutionary game is realized by Monte Carlo simulation experiment method. First, randomly select a node [image: image] as the focal player, calculate the cumulative payoff [image: image] by interacting with all its nearest neighbors. A neighbor [image: image] of focal node [image: image] also needs to obtain cumulative payoff [image: image] by using the same method. Then, the average shared payoff [image: image] of focal player can be defined as follows:
[image: image]
where [image: image] represents the set of nearest neighbors of the node [image: image], [image: image] represents the maximum number of neighbors of the focal player [image: image].
2.2.2 Routing node cooperation evolution weight update rule
If the average shared payoff of node [image: image] is lower than the cumulative payoff of target node, it can appropriately reduce its edge weight with neighbor nodes, reducing its probability of being selected. Therefore, comparing value [image: image] and its cumulative payoff [image: image] becomes more meaningful. If [image: image], link weight increases δ as reward; otherwise, if [image: image], link weight decreases [image: image] as punishment; otherwise, link weight remains unchanged. Therefore, the adjustment of link weight [image: image] is shown as follows:
[image: image]
Of course, this weight will also be shared to other nodes in other network layers in the subsequent network evolution process.
2.2.3 Routing node adaptation transmission neighbor
After the evolutionary game is over, the focal player accumulates all the payoffs and updates the strategy synchronously, choosing an adaptive neighbor node according to the update rule determined by the Fermi function. In other words, the focal player may choose or not choose the opponent according to probability. Then, the probability of the focal player adopting neighbor’s strategy is defined as:
[image: image]
Where [image: image] represents noise, and in this article, [image: image] is chosen to be 0.1.
Finally, each random focal player selects multiple neighbors for an evolutionary game continuously before selecting an adaptive neighbor. If the selection is successful, it will replace their cooperation intention [image: image], and reset the weight around the node to 1. Then, the next round of the game begins.
2.3 Multi-dimensional information sharing based on attention mechanism
The multi-layer construction of the Internet of Things covers the perception layer, the network layer, the cloud platform layer, and the application layer. These layers are connected and interact with each other through various protocols and interfaces, jointly realizing the functions and applications of the Internet of Things. Therefore, the information sharing of the multi-layer Internet of Things refers to the exchange and utilization of data between different levels of the Internet of Things, in order to improve the efficiency and value of the Internet of Things. For this purpose, the evolutionary real-time weights of different layers need to be shared with other network layers. First, the obtained weights [image: image] are placed in a set at each time step [The [image: image] here comes from formula (4), and each [image: image] is renumbered in sequence according to the layer identification to obtain the [image: image] in formula (6)], and then based on the overall cooperation degree [16] of their layer, the attention mechanism is used to quickly locate the valuable network layers.
Next, simulate a new core layer to replace the new weight [image: image]. Assume that the simulation layer is the core layer, and the other layers are the accompanying layers, which serve the core layer. First, take the cooperation ratio of each layer’s same node and the real-time weight as the input information:
[image: image]
Then, grab the cooperation ratio parameter [image: image] with higher cooperation performance at the current time step, as the calculation of aggregated information. The specific algorithm is as follows:
(1) Calculate the similarity: Use the cooperation level to calculate the value similarity of two nodes, which is regarded as the attention score of the node:
[image: image]
(2) Translate the attention score into numerical values, and divide the node cooperation value contribution:
[image: image]
(3) Calculate the attention aggregation score according to [image: image]:
[image: image]
The whole process of the attention mechanism oriented multi-dimensional information aggregation algorithm is shown in Figure 2, where [image: image] is the layer identifier, [image: image] is the cooperation degree of the same node corresponding to each layer. [image: image] is the weight of the node in each layer, which represents the correlation between two nodes.
[image: Figure 2]FIGURE 2 | The flow of the attention mechanism oriented multi-dimensional information aggregation algorithm.
Equations 7–9 fit the game details between “roles” from a micro perspective, while the cooperation effect of multi-layers from a macro perspective requires the introduction of the concept of auxiliary layer and core layer, where the core layer is the simulation layer with attention weights. The evolution model of the auxiliary layer and the core aggregation layer is shown in Figure 3, where [image: image] is the core layer, and [image: image] is the cooperative evolution auxiliary layer. The node attributes, link weights, and dynamic games between the auxiliary layers are different. In addition, due to the randomness of the Monte Carlo principle itself, it also leads to different starting points for selecting focus players, which in turn makes the cooperative evolution trend different. Multi-layer sharing, in essence, is to integrate multiple local evolution processes to form a fast cooperative behavior of the core layer.
[image: Figure 3]FIGURE 3 | The evolution model of the auxiliary layer and the core aggregation layer.
3 SIMULATION RESULTS AND ANALYSIS
3.1 Sensitivity analysis of experimental parameters
Figure 4A shows the evolution curves of the cooperation level with time steps under different betrayal benefits. It can be observed that when the value of [image: image] is large, betrayal brings higher benefits than cooperation, and the nodes are more inclined to betray each other. In addition, the cooperation rate shows an upward trend, and the smaller the [image: image] value, the faster the cooperation level rises. When the [image: image] value is larger, the cooperation level decreases faster. In particular, when [image: image] and [image: image], the network has a downward trend followed by an upward trend in the early stage of evolution. This is because these nodes were initially invaded by betrayers, but after dropping to a certain extent, the remaining cooperators’ level gradually increased due to network reciprocity. Figure 4B shows the betrayal benefit level when [image: image]. It can be observed that after longer time steps, the cooperation rate reaches its highest at around 25,000 steps and then reaches a relatively stable state. At this time, it reaches the Pareto optimal stable state and the cooperation rate remains between 0.6 and 0.8. It can be seen that the optimal value of [image: image] is between 1.2, which will also be applied to subsequent numerical simulations, and this value can represent the degree of data transmission blocking in the entire network.
[image: Figure 4]FIGURE 4 | (A) The change trend of different values of b on the cooperation rate within 10,000 steps of MCS. (B) The effect of different b values on the stable state of the network.
Figure 5 shows the influence of network node number and weight update parameter on network cooperation level. In Figure 5A, the influence of different network node numbers on cooperation degree when [image: image] is shown. It can be seen that the network node number and cooperation level show a negative correlation characteristic, which also reflects that the simplified network system in the communication network is more conducive to fast data transmission. Of course, under the premise of sufficient long time, the cooperation rate can eventually return to normal level. In Figure 5B, the influence of update parameter [image: image] on cooperation rate is described, and the change value of [image: image] is limited to the interval [image: image] , and it can be seen that the optimal value is obtained when [image: image]. When [image: image] and [image: image] is the traditional prisoner’s dilemma, and the cooperation rate is lower than other cooperation levels with weight change, which indicates that choosing a suitable [image: image] value can improve the cooperation efficiency of evolutionary game.
[image: Figure 5]FIGURE 5 | (A) The influence of different node numbers on the degree of cooperation. (B) The influence of different update parameter [image: image] on the degree of cooperation.
3.2 The distribution of cooperative tendencies of network nodes in the experiment
Figure 6 shows the cooperation level of network nodes in small world network, BA scale-free network, and random network. It can be found that: in ER random network, the game method in this paper has the most significant effect, greatly promoting the efficiency of cooperation. In addition, there are more outliers when MCS = 2,000, which is caused by the individuals who are not in the cluster being invaded by betrayers, and there are still some nodes that do not adopt a cooperative attitude after most nodes communicate smoothly.
[image: Figure 6]FIGURE 6 | The distribution of network node cooperation tendency in small world network, BA scale-free network, and random network.
This paper realizes the information sharing of multi-layer network based on Monte Carlo principle, which is essentially the sharing of local random information. In other words, the change of each node is random, and the information sharing is to assign the node weight that has not been updated in the unit time step to the node weight that has been optimized by the adjacent layer through the attention mechanism, and the node here is the node of the same entity in different layers. Through the comparative experiments of traditional game, game with link weight, and multi-layer network sharing weight game (Table 1), it is found that the model provided in this paper has better performance than the other two in cooperation rate, maximum cooperation rate, and stable state.
TABLE 1 | Comparison of game efficiency of traditional game, game with link weight, and game with multi-layer network sharing weight (The model of this paper).
[image: Table 1]Figure 7 shows the cooperative evolutionary game process of the multi-layer network based on the small-world network over time. Figures 7A–D are the partial layers (auxiliary layers) in the multi-layer network, with MCS being 50, 500, 1,000, 5,000, and 15,000 respectively. Figures 7E–H are the evolution process of the core layer of the shared cooperation network with attention score at the same step length. It can be clearly seen that the defection nodes in the core layer are higher than those in the auxiliary layer at the initial state, and the trend of cooperation level increase over time is significantly higher than that of all auxiliary layers. This indicates that the attention mechanism has a good effect of weight sharing and promotes the cooperation of network nodes. In summary, the attention mechanism can improve the overall cooperation level of the network, and the cooperation tendency of local network nodes may be lower than that of a small part of the layer nodes. This reflects that once a certain level in the communication network fails, it may also affect the information transmission of other data layers in this area.
[image: Figure 7]FIGURE 7 | Cooperative evolutionary game process of the multi-layer network based on the small-world network over time.
Finally, this paper explores the distribution of the cooperation rate of shared network nodes guided by the attention mechanism (Figure 8). Compared with the literature [29, 37], the cooperation efficiency guided by the attention mechanism has obvious advantages. It is easy to see that when MCS = 0, the cooperation level and cooperation median of the three auxiliary layers and the core layer are quite similar. However, when MCS reaches 5,000, due to the randomness of network update, the cooperation level between the three auxiliary layers is different, and the cooperation rate of the core layer also begins to have a significant upward trend. In addition, although the overall cooperation rate of the core layer is higher than that of the auxiliary layer, its cooperation median is significantly higher than that of the auxiliary layer, indicating that the attention mechanism can improve an individual’s cooperation tendency faster from a micro level. It is worth noting that Aux2 has a higher overall cooperation score than other layers, but its median is much lower than other layers. This is because a rapid increase in node cooperation will also bring some individual defection. When MCS = 15,000, the cooperation tendency of all network layers has been concentrated between 0.6 and 0.85, and the cooperation nodes of the core layer have exceeded 0.9. This phenomenon indicates that individuals in the network gradually form clusters to resist invaders. And when MCS = 5,000, the core layer also caused some node defection due to rapid cooperation, but these defection nodes increased their cooperation tendency at a lower rate in MCS = 15,000. In summary, this shows that the model proposed in this paper has great reference value for the network cooperation level.
[image: Figure 8]FIGURE 8 | Box plot of node cooperation tendency distribution of multi-layer cooperation network based on small-world network.
4 CONCLUSION AND PROSPECT
In this paper, a new communication data transmission mode is proposed based on the multi-layer network framework. Each node calculates the payoff based on the prisoner’s dilemma game with its neighbors and introduces a link weight self-adjustment algorithm driven by benefits. Using random skew selection, each node independently selects a game route and an adaptive route, and introduces the attention mechanism to share the multi-layer weights. The paper explores the communication transmission and routing selection strategy in the multi-dimensional Internet of Things. The experimental results show that the proposed model can ensure that high-yield neighbors are more frequently selected as cooperative partners by using appropriate random skew selection. At the same time, introducing the attention mechanism can quickly find high-yield neighbor partners and provide support for weight allocation. Compared with the traditional prisoner’s dilemma game and the single-layer network with link weight, the multi-layer shared network with attention mechanism has significant advantages in terms of cooperative game rate, maximum cooperation rate, and cooperative steady state, which are 0.00000292, 0.00000301, and 16,011 respectively.
In summary, this paper extends the single-layer network cooperation mode and enriches the evolutionary game dynamics theory. In addition, the model has strong scalability, which can be shared based on inter-layer similarity factors. It can also set the multi-layer network as the same network layer at different times, giving the model a time memory mechanism. Therefore, in future work, we can focus on these aspects of research, which will provide some reference for the information transmission efficiency of the Internet of Things.
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