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Understanding the underlying factors responsible for higher-than-anticipated local field enhancements required to trigger vacuum breakdown on pristine metal surfaces is crucial for the development of devices capable of withstanding intense operational fields. In this study, we investigate the behavior of nominally flat copper electrode surfaces exposed to electric fields of hundreds of MV/m. Our novel approach considers curvature-driven diffusion processes to elucidate the formation of sharp breakdown precursors. To do so, we develop a mesoscale finite element model that accounts for driving forces arising from both electrostatic and surface-tension-induced contributions to the free energy. Our findings reveal a dual influence: surface tension tends to mitigate local curvature, while the electric field drives mass transport toward regions of high local field density. This phenomenon can trigger the growth of sharper protrusions, ultimately leading to a rapid enhancement of local fields and, consequently, to a runaway growth instability. We delineate supercritical and subcritical regimes across a range of initial surface roughness. Our numerical results are in qualitative agreement with experimentally reported data, indicating the potential practical relevance of field-driven diffusion in the formation of breakdown precursors.
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1 INTRODUCTION
Strong electric fields are often encountered on solid material surfaces of high voltage and field-emission devices used in a broad range of applications, including high gradient accelerators [1–6]. One of the key challenges in maintaining and improving the functionality of such devices at high fields is related to the control of field-induced breakdown [7–10] or vacuum arc generating events [11]. As breakdown is routinely observed at fields that are much lower than those required for strong emission at flat clean surface [12, 13], the formation of sharp surface features which can locally enhance the applied field by factors of 50–100x is broadly assumed [2, 14]. Indeed, the development of breakdown from sharp emitter geometries is now well understood to follow from thermal runaway following from strong field emission currents [15]. The process of partial melting followed by plasma/vacuum arc formation have been described via a multiphysics and multiscale modeling approaches [16]. Overall, plasma-driven and ejection mechanisms [17, 18] during localized high current-induced Joule heating explain formation of micro craters in cathodes during vacuum arcs, under nominal electric fields (e.g., in the range of 100 s of MV/m). In these models, the presence of a sharp emitter tip has proved to be an essential trigger of breakdown [19, 20].
Since the observed surface roughness of polished surfaces is generally not thought to be compatible with the field-enhancement factors required to trigger spontaneous breakdown, the formation of precursors through some surface deformation mechanisms have to be invoked. To date, unraveling the precise mechanisms governing the formation of such sharp field-enhancing precursors has remained elusive, these are often destroyed in the breakdown process Therefore, understanding the physical mechanisms through which the material surface couples and dynamically evolves under experimentally relevant field to form breakdown precursors is paramount to design ultra-high gradient systems including the next-generation of compact accelerators. Several hypotheses have been proposed to explain the formation of such precursors [15, 21, 22]. These hypotheses have been guided by the notion that real electrodes deviate significantly from ideal materials. Material imperfections, such as point defects, voids, dislocations, slip extrusions, preexisting surface features, are proposed to interact with electric fields, resulting in localized field-enhancement factors. For example, the role of dislocation mediated plasticity [21] has been explored to address the formation of possible stress-concentrators [23] through slips interacting with free metal surfaces. However, both fully-atomistic [24] and hybrid continuum-atomistic [21] approaches suggest that fields on the order tens of GV/m (i.e., 2 orders of magnitude larger than typical experimental breakdown fields) are required to trigger substantial defect activity, unless these processes are assisted by other driving forces (e.g., thermo-elastic stresses caused by Joule heating [25]). Effect of electric field gradients on diffusion rates of metal emitter surfaces has been atomistically probed [26]. However, the long-range, long-time consequences of such biased diffusion on breakdown precursor formation was not directly elucidated. As of now, these models remain difficult to directly validate experimentally, so the precise mechanisms leading to the formation of breakdown precursors at electric fields on the order of hundreds of MV/m remains incompletely understood.
In this paper, we introduce a simple surface evolution model driven by surface tension and applied electric fields. Our findings underscore the interplay between these forces: while surface tension tends to diminish local curvature, the electric field drives mass transport towards regions with heightened field strengths. This dynamic leads to the formation of sharper protrusions, further intensifying local fields and ultimately resulting in a tip-growth instability and potentially in breakdown. Our investigation reveals a crucial aspect: the critical fields for instability exhibit a rapid increase with the growing aspect ratio of the initial surface morphology. For instance, in the case of a typical copper surface featuring a micron-scale roughness [27], our numerical modeling suggests that diffusive surface evolution can indeed lead to the formation of breakdown precursors at experimentally-relevant fields without invoking the presence of very specific microstructural features. Our investigation also reveals a crucial aspect: the critical fields for instability exhibit a rapid decrease with the growing aspect ratio of the initial surface morphology, as well as a slow but consequential decrease with increasing perturbation wavelength.
The paper is organized as follows: first in Section 2 we describe the mesoscale finite element model of morphological evolution of surfaces under electric fields. We then analyze the subcritical and supercritical regimes and identify fields associated with unstable growth of surface perturbations into sharp protrusions in Section 3. Finally, Section 4 puts these results in relation with previous experimental findings and discusses possible extensions of the model.
2 MESOSCALE CURVATURE-DRIVEN GROWTH MODEL
Surface kinetics–Our computational model follows conventional descent dynamics where the system evolves to minimize its free energy. Such models where first put forth by Herring [28, 29] and Mullins [30], and have since proven successful at predicting several surface and interface evolution phenomena [31] e.g., grain boundary grooving [32], electromigration-driven void collapse [33] in electronic interconnects, diffusive surface crack nucleation [34] and instability in stressed solids [35] etc. In our setting, atomic migration is assumed to occur only at the free surface and to be governed by a driving force that is given by the surface-gradient of free energy density (per-unit volume, g) [image: image].
Depending on its wavelength (λ), a small-amplitude perturbation on the surface can either decay or grow based on competition between effective contribution to free-energy density from surface tension (Wsurf–which tends to stabilize flat surfaces) and any external driving mechanisms (Wext—potentially leading to growth of curvature). We further assume the flux of mass (js) to be proportional to the driving forces (Figure 1), i.e.,
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[image: Figure 1]FIGURE 1 | Curvature-driven growth of electrode surfaces under fields: (A) A metal electrode (magenta) is exposed to an applied electric field imposed at some distance in the vacuum (blue). Surface tension and electrostatic energies drive surface diffusion fluxes which leads to the evolution of the surface. (B) Breakdown precursor formation at a nominally flat electro-polished copper surface perturbed at a wavelength (λ) 4 μm [27] with a low aspect ratio (h0/λ ∼ 0.1) under Eapplied = 775 MV/m. (C–E) illustrates the morphological evolution of a sinusoidal perturbation of aspect ratio 0.1 under various dynamical regimes. Under a subcritical field of 250 MV/m, the perturbation decays back toward a flat surface (C) Under a critical field of 520 MV/m, the surface perturbation remains stable. (D) Under a super-critical field (775 MV/m), a sharp tip quickly grows (E).
Here, M is the mobility of surface atoms which is related to surface self-diffusivity ([image: image] with [image: image]) by [image: image], where kB is the Boltzmann constant, T the temperature, Ωatom the volume per atom, and δ the thickness of the diffusive layer. As the current study is mainly focused on unravelling the early stages of precursor formation, the model is restricted to a constant temperature of 300 K. The surface free-energy contribution Wsurf is taken to be proportional to the surface curvature, i.e., Wsurf = γκ, where κ is the surface curvature
[image: image]
γ is the surface tension, and h(x) is the surface height at position x. In the following, Wext accounts for the coupling of the system with an externally applied electric field (hence, Wext = Welec).
Invoking conservation of mass, a continuity equation for the flux leads to the evolution of velocity (vn) normal to the surface,
[image: image]
Summarizing from Eqs 1–5, the total velocity [image: image] can be decomposed into the surface-tension (vsurf) and electric-field (velec) contribution as
[image: image]
For the vertical (y) component of the total velocity,
[image: image]
Where vy is the local vertical velocity of the surface (Eq. 7) such that for a surface profile h(x),
[image: image]
Electrostatics–Consider a domain as shown in Figure 1A which has a vacuum (Ωv) and an electrode material component (Ωm) which is assumed to be a perfect conductor. We obtain the electrostatic potential ϕ and the electric field E = −∇ϕ) through the solution of the Poisson equation:
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with Eapplied (Eq. 10) the macroscopically-applied field. The electrostatic contribution to the free energy density at the surface is then obtained as [image: image], where ϵ is the vacuum permittivity, and En as shown in Figure 1A is normal field acting on the surface Γ. Periodic boundary conditions are applied in the lateral (x) direction.Finite element formulation–We solve the governing equations of surface kinetics (Eqs 1, 6) using a mixed finite element formulation in two dimension. For test functions u ∈ U and w ∈ W defined over the surface manifold (Γ), we obtain a variational weak form by integrating by parts:
[image: image]
The discretized solution space of Eq. 11 is a mixed space [image: image]. For both surface kinetics and electrostatics, we use Lagrangian elements of order 1. We currently model the surface as a 1D manifold (Γh) mesh. The 2D vacuum domain [image: image] for electrostatics is discretized with triangular elements using a finer mesh closer to the vacuum/material interface Γ, matching the nodes of the surface mesh. We use an explicit forward Euler time-integration scheme (h (x, t + Δt) = h (x, t) + Δtvy). We have used mesh sizes ranging from λ/100 (aspect ratio = 0.1) to λ/200 (aspect ratio = 2) which leads to 100 (200) to 500 (1,000) mesh-points along x (y) direction (i.e., 20 K to 500 k mesh-points in the electrostatics domain). Mesh-sizes are experimented with and confirmed that the analytical (i.e., linear stability predicted (sub/super) critical field regimes matched with our numerical results for a lower aspect ratio periodic sinusoidal surface. Additionally, for the Poisson solver, the fact that local e-field enhancement at the tip is almost linearly increasing with aspect ratio (see Section 3), a crude measure of local curvature, is assuring that results are not significantly affected by mesh size. The code adaptively reduces the timestep to maintain a predefine tolerance value for the maximum allowed nodal displacement. For most of the reported cases, it is conservatively capped at 1e-7 λ, starting with an initial timestep (Δt) of 1e-9 λ4 in units of τ.
In a staggered solution approach, the electrostatics (Eq. 8) is first solved to evaluate Welec on the coinciding nodes of the meshes of the domains Ωv and Γ, the surface profile h (x, t) is then evolved using a small timesteps Δt. As the electrostatic solution changes slowly on the timescale Δt required for numerical stability of the integration of the surface kinetic equations, the electrostatic solution is updated less frequently. A frequency ratio of 100–200 was found to give good results.
In the resulting model, termed SurFE-XD Surface curvature-driven Finite Elements model for Diffusion under eXtreme conditions, the variational forms are specified in the FEniCS workflow [36] in the high-level Python-based Unified Form Language (UFL). These forms are then automatically compiled [37] and executed through high-performance computational kernels using the finite element library DOLFIN [38].
3 RESULTS
First, we demonstrate and verify our simulation results for a periodic sinusoidal profile ([image: image] with a low aspect ratio (h0/λ ∼ 0.1). Based on experimental measurements of electropolished copper surfaces [27], we choose a wavelength of 4 μm to present the results in terms of absolute physical units. We note that our continuum FEM framework only depends on relative geometry and is therefore scale-invariant, and the results can be rescaled for different wavelength, as we show in the following.
In Figures 1A–D, a critical field of 520 MV/m is identified below which surface tension dominates, leading to the gradual decrease in amplitude of the initial surface profile. Above the critical field, the electric field drives mass transport towards the tip, leading to the emergence of a sharp surface feature that has the characteristics of an efficient breakdown precursor (Figure 1E).
At low aspect ratio, one can compare the numerical results with growth/decay rates obtained from linear-stability analysis with an initial profile, say e.g., [image: image]. The time evolution of the surface amplitude is then given by A(t) = A0eαt, where the rate α determines growth or decay under a given applied E-field (Eapp) [35]. One obtains [image: image] leading to decay (α < 0) for [image: image] and growth when [image: image]. Therefore, for a copper surface with λ = 4μm, γ = 1.5 J/m2 [39] and ϵ = 8.85 × 10−12 F/m for vacuum, the critical field is predicted to be around 520 MV/m.
Our simulation results are in close agreement with the predictions of this linear stability analysis. One of the key limitations of this approximation is that is it only valid in the limit of small aspect ratios, i.e., A0/λ ≪ 1. Outside of this regime, explicit numerical solutions like that provided by (SurFE-XD) is essential. It is important to note that the critical field is inversely proportional to the square root of the wavelength λ, and so could be higher or lower depending on the physical scale of the surface roughness. In particular, longer wavelengths lead to a lowering of the critical field. E.g., for copper, a wavelength of 100 μm would correspond to a critical field to 100 MV/m. The specific values cited should therefore be taken as indicative of the order of magnitude of the critical fields, but can be expected to vary with the specifics of each surface finish.
In order to understand the effect of strong electric fields on the growth dynamics of nominally flat (h0/λ ∼ 0.1) copper surfaces, we analyze their evolution under a near-critical (775 MV/m) and stronger supercritcal (1.5 GV/m) regimes. Figure 2A shows that, at slightly super-critical fields, precursor formation occurs by long-range mass transport towards the hillock region. As the field are further increased into the super-critical regime, the growth becomes much more localized, leading to the formation of sharp emitter (Figure 2B). The growth speed of the initial perturbation is also observed to be strongly dependent on the applied field. At 775 MV/m, the timescale required for growth up to an amplitude of 0.5 μm in the orders of [image: image] in comparison with a timescale of about [image: image] at 1.5 GV/m, where τ is the normalized time discussed in more detail in Section 4.
[image: Figure 2]FIGURE 2 | Breakdown precursor formation under strong e-fields: Surface evolution at 775 MV/m (A) and 1.5 GV/m (B). Field-enhancement at a particular time instance, e.g., t = 10 × 10−4τ (cyan surface profiles in (A,B)) is compared through the corresponding spatial distribution of the local electric field magnitude under an applied field of 1 GV/m in (C) (case a.) and (D) (case b).
Figures 2C, D shows that the electric field localizes at the hillock regions while it is being partially shielded at the trough or valley regions. In the near critical regime (e.g., 775 MV/m), the contribution of surface tension towards mass transport is of similar order with that of the electric field. Hence, while local enhancement at the hillock region drives the curvature to grow, active mass transport from the valley towards the hillock lead to long-range mass transport. On the other hand, at 1.5 GV/m, the electrostatic driving force completely overwhelms surface tension in the hillock, leading to a localized and rapid growth of a very sharp tip. The rapid nonlinear growth towards instability is accelerated by local field enhancement in highly-curved regions.
To further probe the effect of local geometry on field induced breakdown precursor formation, we model the evolution of isolated Gaussian-shaped features ([image: image], i.e., mean = 0 and standard deviation = λ/2π) with aspect ratios (h0/λ) ranging from very low (0.1) to high (2.0). For a similar wavelength of 4 μm, Figure 3A depicts the sharp magnification of curvature at the tip of the Gaussian. This leads to a drastic change in the surface evolution velocity, leading to a surface evolution that is more localized, larger in magnitude, and faster, as the aspect ratio becomes larger.
[image: Figure 3]FIGURE 3 | Effect of the initial aspect ratio on the relative contributions of surface tension and electric fields. (A) Curvature (κ(x)) of Gaussian surface profiles with aspect ratio 0.5 and 1.5. Middle panel (B,C) with aspect ratio 0.5 and lower panel (D,E) with 1.5 show spatial variation of individual and total velocity contributions from electric field and surface tension driven forces under fields 250 MV/m (B,D) and 775 MV/m at t = 0 (C,E).
For a fixed width of 4μm, the individual contributions of surface tension (vγ) and electrostatics (velec) again act in opposite directions, as shown in Figures 3B–E. Under a field of 250 MV/m, for a surface feature with a modest aspect-ratio (0.5), (Figure 3B) surface tension slightly dominates over the electrostatic driving force at the tip location (x = 0), leading to the decay of the initial protrusion. This trend is completely reversed at a field of 775 MV/m for the same aspect ratio 0.5 (Figure 3C); here the electric-field-induced velocity drives the growth of the tip resulting in the rapid growth of sharp feature that could act as a breakdown precursor.
At even higher aspect ratios (1.5, c.f. Figure 3D) the local field enhancement at highly curved regions magnifies the electro-static driving forces for diffusion, inducing tip growth at fields that were previously sub-critical for smaller protrusions. E.g., at field of 250 MV/m, the electrostatics contributions slightly exceed the restoring tendency of the surface tension, resulting in a net positive velocity at tip. This is in contrast with the much higher linear stability estimation of 520 MV/m reported above. We note that two effects are at play: first, field enhancement is more efficient at isolated protrusions due to the lack of interactions between tips (however note that in our simulations, periodic boundary conditions remain in the lateral direction so tip-tip interactions are not totally absent, but they are smaller in magnitude); second, non-linear interactions between modes invalidate the predictions obtained in the linear regime.
The respective contributions of surface tension and electric fields is further analyzed in Figure 4, which presents the ratio of the different velocity contributions ([image: image] at the tip of the Gaussian feature. Here, the sub-critical and super-critical regimes correspond to velec/vγ < 1 and velec/vγ > 1, respectively. The results show that the velocity ratio grows super-linearly as the aspect-ratio (h0/λ) and that the effect becomes even more prominent when the applied fields become stronger. At a low aspect-ratio of 0.1, we observe velec/vγ ∼ 1 at 546 MV/m, consistent with linear stability predictions. However, with larger aspect-ratio (e.g., 1.5), the velocity ratio is around 5 at this same field. The velocity comparison due to fields of 250 MV/m and 775 MV/m in Figure 3 show almost an order of magnitude difference when aspect-ratio is even larger (1.5), demonstrating that the balance quickly shifts in favor of electro-static contributions as the aspect ratio increases, leading to tip-growth instabilities at progressively lower fields. As can be seen in Figure 5B, the critical field for the tip to grow can reduce from 520 MV/m to 250 MV/m as the aspect-ratio increases from nominal to a higher value of 2.0. This is in line with the 4-fold increase in field-enhancement near tip (Figure 5B).
[image: Figure 4]FIGURE 4 | Ratio of the vertical surface velocity contributions stemming from electrostatics and surface tension at the location of the tip as a function of aspect ratio for a Gaussian protrusion of 4 μm in width.
[image: Figure 5]FIGURE 5 | Time evolution of precursor growth for identifying critical electric fields: (A) For an aspect-ratio of 1.0, subcritical (260 MV/m), near-critical (312 MV/m) and supercritical (364 MV/m) regimes of tip-displacement evolution. Inset Sharpening of tip (magenta fill) at supercrtical (364 MV/m) compared to initial tip geometry in blue dashed line. (B) Critical e-fields (blue) decrease with increasing aspect ratio while field enhancement at the tip (green) linearly increases.
4 DISCUSSION
A key factor that should be quantified in order to assess the efficiency of this mechanism is the timescale over which the growth of such surface features can be expected to occur. The time-unit in the simulation τ is estimated as:
[image: image]
Considering Cu parameters (c.f. Section 2) [image: image] with [image: image]; [image: image] and [image: image] [40]), (Eq. 12) can range from 475 s to 13 days. Such a wide range in physical timescales is due to the exponential dependence of surface adatom diffusivity on energy barrier (Eb) which is changes considerably with change in local environment; for instance, Eb could range from 0.1–0.15 eV for (111), 0.25–0.30 eV for (110), and 0.38–0.69 eV for (100) [41–44]. It is difficult to lump complex atomistic details on a single effective diffusive characteristic without more sophisticated multiscale investigation which is beyond the scope of the current study. In comparison, the geometric factors δ (a typical interatomic distance) and Ω (the volume per atom in the bulk) are easier to constrain, and only lead to linear variations in the estimated physical timescales. We also note that the characteristic timescale τ is also exponentially dependent on temperature, which can dramatically affect the correspondence between reduced and physical time. Importantly however, this conversion is independent of the applied field and of the initial surface characteristics, so the relative timescales observed in different simulations can be compared to one another in both reduced and physical units. While quantitative predictions of time to breakdown remain difficult, the order of magnitude predicted by this model are compatible with experimental timescales.
Further, the simulations have shown that breakdown precursors can be expected to spontaneously form through surface transport at fields in low hundreds of MV/m, depending on the initial roughness of the surface. This mechanism can therefore potentially contribute to the spontaneous formation of breakdown-inducing features in application-relevant conditions. Indeed, the conditions investigated here are consistent with experiments carried on for breakdown with DC pulses with Copper electrodes [12]. These experiments have shown that i) the spatial location of the breakdown events is highly correlated, with a high fraction of craters overlapping, and ii) the breakdown events occurred preferentially close to the edge of the electrode. The first point is consistent with the observation that breakdown events leave craters and debris behind [12, 45]. As shown above, these surface features can couple efficiently with the electric field, potentially leading to fast tip-growth instabilities and to further breakdown events occurring in close proximity and in rapid succession, consistent with experimental results [45, 46]. Second, the edge of the cathode will be exposed to additional macroscopic field gradients which can also drive surface diffusion. This effect has been observed in nanoscale experiments on gold surfaces where electric field gradients at the edge of the electrode led to enhanced formation of ridge and tip-like features [47]. Both these observations are consistent with the hypothesis that breakdown was there mediated by surface diffusion driven by electric fields.
Finally, our simulations show that the mechanism investigated here can lead to very-fast runaway instabilities. Indeed, Figure 5A shows that tip growth proceeds in two stages: an initial stage where the tip grows roughly linearly in time, and a second runaway stage where exponential growth is observed. This suggests that directly observing these sharp precursors in experiments can be expected to be very challenging, as the onset of runaway growth occurs at relatively modest aspect ratios and then unfolds very rapidly, leading to the destruction of the tip during the breakdown process. During short-time scanning probe investigations of surface roughness of electrodes in vacuum under moderate electric fields, sharp features leading to high field-enhancement factors were rarely observed [48]. This is consistent with a mechanism where sharp breakdown precursors form only shortly before breakdown occurs.
While field-driven surface diffusion appears to be a viable mechanism to explain the formation of breakdown precursors, other phenomena could contribute. For example, theoretical treatments typically assume clean surfaces free of contamination. Any contaminants could potentially affect surface evolution in complex fashion. Second, many high-field applications occur in high-frequency AC settings [2, 13]. In this case, losses through Joule heating induce thermo-elastic stresses. These introduce an additional driving force for surface deformation [34] and can also lead to the formation of surface roughness through thermal fatigue [25]. Other mechanisms could therefore “seed” the tip-growth process by introducing surface features, which would then grow and sharpen through the diffusive mechanism discussed here. The contributions of thermo-elastic stresses on surface evolution are considered in a follow-on paper, where significant reductions in critical fields are observed for temperature rises on the order of tens of degrees [49]. We also ote that the present study mostly focuses with micron-scale roughnesses in metal electrodes as observed in electropolished surfaces. A different polishing approach (e.g., “mirror-polish”) might lead to submicron wavelengths. Furthermore, postmortem investigations of high-gradient breakdown surfaces in rf cavities revealed that pristine roughness conditions might be greatly modified by the presence of micron-scale debris or adsorbates, which could further affect the coupling with the electric field [50].
Finally, our study focuses only on early-stages of precursor formation, before runaway mechanisms that dissipate large amounts of energy are activated. Once they do so, several other mechanisms related to plasma formation e.g., ion-desorption [17], droplet ejection and emission-current induced heat transport [18] will become relevant in the intermediate stages of breakdown once field-induced surface instability has triggered localized emission [51, 52]/melting [16]. We have also neglected any effects on mass loss due to vaporization, which are not expected to be significant in the early stages of precursor formation, but would become significant once the runaway process begins.
5 CONCLUSION
In this study, the evolution of metallic surfaces exposed to strong electric fields was modeled using a surface diffusion model driven by surface tension and electro-static driving forces. The numerical results are consistent with the prediction of linear stability analysis in the regime small aspect-ratio perturbations on the surface. Non-linearities in the growth process start to emerge with high aspect-ratio surface features as well as under stronger electric fields. Our results show that exposure to electric fields in the low hundreds of MV/m can trigger the spontaneous formation of sharp surface features that can act as precursors for breakdown. These fields are of the same order of magnitude as those experimentally observed to lead to breakdown, suggesting that field-driven transport is a plausible mechanism for precursor formation, acting either alone, or in concert with other surface deformation mechanisms.
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