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Amid efforts to address energy consumption in modern computing systems, one promising approach takes advantage of random networks of non-linear nanoscale junctions formed by nanoparticles as substrates for neuromorphic computing. These networks exhibit emergent complexity and collective behaviors akin to biological neural networks, characterized by self-organization, redundancy, and non-linearity. Based on this foundation, a generalization of n-inputs devices has been proposed, where the associated weights depend on all the input values. This model, called receptron, has demonstrated its capability to generate Boolean functions as output, representing a significant breakthrough in unconventional computing methods. In this work, we characterize and present two actual implementations of this paradigm. One approach leverages the nanoscale properties of cluster-assembled Au films, while the other utilizes the recently introduced Stochastic Resistor Network (SRN) model. We first provide a concise overview of the electrical properties of these systems, emphasizing the insights gained from the SRN regarding the physical processes within real nanostructured gold films at a coarse-grained scale. Furthermore, we present evidence indicating the minimum complexity level required by the SRN model to achieve a stochastic dynamics adequate to effectively model a novel component for logic systems. To support our argument that these systems are preferable to conventional random search algorithms, we discuss quantitative criteria based on Information-theoretic tools. This suggests a practical means to steer the stochastic dynamics of the system in a controlled way, thus focusing its random exploration where it is most useful.
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1 INTRODUCTION
The urgent need of a substantial improvement in environmental footprint, associated with the capability of performing complex tasks with ever-increasing amounts of data, has raised the interest on Unconventional Computing Systems (UCS) as a viable alternative to data processing based on CMOS technology and von Neumann architecture [1, 2]. One of the common traits of UCS is the exploitation of the complexity emerging from generic underlying physical substrates for computation. Among several approaches, we just recall molecular, optical, chemical and in materia computing [3–12]. To this end, a new paradigm recently emerged in this field is the receptron (reservoir perceptron), a generalization of perceptron [13, 14]. While perceptron’s weights associated with each input are independent and must be individually adjusted to give the desired output [15], in the receptron model a network of highly interconnected nonlinear objects adjusts its conduction pathway topology depending on the input stimuli, such that the weighting process is not just responding separately to each stimulus but is sensitive to their co-location. Network’s weights are, then, functions of a convolution of the spatial location of the input topology. Thus, a receptron can be used as a binary classification tool to map the inputs from different electrodes in two possible sets labeled by 0 and 1. If the inputs are also binary, the device can be employed as a Boolean function generator [16]. The potential of such a device resides in its capability to generate a complete set of Boolean functions (including those non-linearly separable) of n variables for classification tasks [17], without having been explicitly programmed for that. Practical realizations of the receptron include devices made of a nanostructured metallic film interconnecting a generic pattern of electrical contacts. In particular, a promising hardware implementation of the receptron is represented by cluster-assembled nanostructured Au films, which have recently been shown to have a complex resistive switching activity together with potentiation behavior [17–21]. Such devices, which have been extensively characterized experimentally, are here discussed - together with an abstract model of receptron - as a relevant example of this new computing paradigm. The internal nanostructure of these gold films is repeatedly altered by the application of input stimuli, and we anticipate that this property candidates such objects as suitable devices for computation.
The Boolean function generation is designed as a dynamic process, thanks to the possibility of a plastic rearrangement of the nanostructured conductive medium: the nanojunctions’ network that constitute the film can be reconfigured via the administration of stimuli of amplitude larger than a threshold voltage Vth, during the device reprogramming [20, 22, 23]. The specific modification of the conductive paths will then depend on the particular electrode configuration [17]. Subsequently, in the compute step, the sample resistance is probed via the application of sub-threshold voltage input signals, which do not alter the structure and topology of the conduction paths. Thanks to the extremely large number of conductive states available to the system, the device can be effectively used as a binary classifier: it behaves as a nonvolatile, reconfigurable function generator without any previous training [16]. The stochasticity of the output calls for the identification of a few hyperparameters of the experimental setup that can be tuned to improve the predictability of the Boolean outputs.
An abstract model known as Stochastic Resistor Network (SRN) enables a thorough examination of the electrical properties of this nanostructured system, via a large three-dimensional (3D) regular resistor network [18]. The conductance of a small portion of the film is represented as an edge in an abstract graph conceptualization. Each edge weight can evolve to a new discretized conduction value, according to stochastic local physical rules, shaping the collective dynamics of the system. Probabilistic updates are deduced from empirical effects, including local thermal dissipation and nonlinear conduction mechanisms. Going beyond one-to-one mapping of all the conductive junctions between gold nanoparticles, the SRN offers a coarse-grained representation of the intricate dynamics within the film’s internal structure. Integrating the network with very high conductive edges that act as electrodes readily provides an implementation of the receptron model. The system inherently exhibits diverse dynamic behaviors tailored to different magnitudes of external electrical stimulation.
Here we formally define the problem of characterizing and governing the receptron stochasticity, striving to gain improved performances, together with a detailed description of its implementation. With the insights provided by the SRN model, we assess the susceptibility to the parameters that regulate the main dynamical features of the receptron reprogramming dynamics. The comparison between the simulations and the experimental system suggests the constructive characteristics that are needed for a receptron to sample the Boolean function space with increased efficiency. Using tools derived from Information theory, we prove that, to some extent, the effectiveness of the receptron in generating Boolean functions can be boosted via specific reprogramming protocols.
2 MATERIALS AND METHODS
2.1 The receptron
The digital receptron [13] is a reprogrammable, nonlinear threshold logic gate. Digital inputs [image: image] undergo weighting before being thresholded to obtain a binary output, akin to a conventional perceptron. However, unlike a simple linear combination through diagonal weights [image: image], here the weighting involves also cross terms ([image: image]) of a sparse weight tensor with rank equal to the number of inputs (refer to [13] for a formal definition of the receptron model). In the case of three inputs, its functioning is described by the following equation:
[image: image]
where [image: image] is the Heaviside step function, [image: image] the threshold. Thanks to the mixing components, its output is not restricted to linearly separable functions, in contrast to the perceptron. A receptron functioning is programmed by the set of internal weights: computation is the result of the convolution between the memorized weights configuration and the probing stimulus (Figure 1A). A reprogramming procedure guides the system to update the weight tensor, enabling it to perform a different computation.
[image: Figure 1]FIGURE 1 | (A) Schematic representation of computation taking place in the receptron with three Boolean inputs ([image: image] and illustrations of the receptron implementations, experimental (top) and simulated network (bottom). Receptron operation is governed by a set of internal weights, which are associated both to the inputs and their spatial arrangement. Weights can be conceptualized as elements of a sparse weight tensor (non-zero weights are represented here as the arrows column) with a rank equivalent to the number of inputs. Here, [image: image] depicts the summation of the weighted inputs. The outcome of the convolution is thresholded to obtain a Boolean output. Illustrations of the experimental and the simulated receptron are shown above and below [image: image]; the devices are equipped with three inputs on the left, and with two output channels (right), whose currents flowing through are subtracted to provide the digital output. (B) Schematic representation of Computing and Reprogramming phases of the experimental receptron. During Computation n-1, the nanostructure’s internal configuration (highlighted in green) leads to the generation of a Boolean function. Subsequently, the reprogramming of the device - induced by high voltage stimuli - alters the internal structure, leading to transitions between internal conductive configurations (highlighted in red). Reprogramming functions as a re-weighting process: during Computation n, the system is now capable of generating a new Boolean function. (C) Representation of a reprogramming sequence. Receptron weights can be altered due to a reprogramming, depending on the internal inputs. resistive state of the system and the features of the reconfiguration (summarized by [image: image]. After the n-th reprogramming ([image: image]), the output function [image: image] is drawn from a probability distribution [image: image] depending on the reprogramming features and the previous system state (see Eq. 3).
While the additional possibilities offered by the nonlinearity have already been discussed elsewhere [13], little attention has been given to the reprogramming procedure itself, especially in relation to common experimental limits, like intrinsic long-term dynamics and sample-to-sample variability. The two experimental receptron implementations proposed so far, optical [13] and electrical [17], both rely on substrates for the weighting of the inputs, that cannot be reconfigured in a deterministic manner: such complex weighting media evolve according to a stochastic dynamics that cannot be completely captured by a set of differential equations. Here we focus on the electrical implementation [16] of a 3-bit (input) receptron to show how an intrinsically random reprogramming of a complex system can still be controlled and characterized to improve the performance of the computing device. Even if complete randomicity may only be an extreme case scenario, the results presented here can be used to deal with all systems whose complicated modeling prevents a controlled and precise tailoring of the internal state or where sample to sample variability exceeds the tolerance of such a mathematical description.
2.2 Experimental and simulated receptrons
As anticipated, in this work we make use of an experimental and an in silico implementation of an electrical receptron (see Eq. 1), each featuring a three-channel input. Both realizations exploit a central non-ohmic conducting medium for the weighting process: two electrical currents I1 and I2 flowing out such a complex network are subtracted to obtain an analog value which is then thresholded (performed at the software level). The internal set of weights is encoded as the resistive state of the experimental/simulated nanostructured network: these can be reprogrammed by triggering a resistive switching phenomenon, i.e., a plastic rearrangement of the resistive network through the delivery of high voltage pulses [17].
2.2.1 Experimental receptron implementation
In the experimental implementation of the receptron [17], a three-input configuration exploits the electrical behavior of a multi-electrode nanostructured Au film. The assembly of nanoscopic (mean size around 6 nm) clusters of gold atoms on a flat silicon-oxide substrate results in a defect-rich (mainly grain boundaries) film whose intricated conductive paths result from the interaction of several branched aggregates, which grow as thickness is increased until the formation of spanning aggregates when the percolation threshold is exceeded [20, 21, 24]. The significant decrease in electrical conductivity resulting from such a high number of defects is accompanied by a multitude of resistance states that can be reached by inducing rearrangements of the nanostructure. As local temperature increases due to joule heating, cluster aggregates can experience significant morphological changes leading to macroscopically different current pathways [22, 25].
The electrical setup (Figure 1B) consists of three relays on the left, connected to respective electrodes, enabling the switching between voltage supply and open circuit. Two relays, connected to the extremal output electrodes on the right, allow the switching between ground terminals, via a digital multimeter for current measurement, and open circuit. As for many memristive systems [27], the reprogramming and computation are both the result of electrical stimuli, which only differ in magnitude. When computing, a low voltage ([image: image] 1 V) drives an electrical current through the substrate, indirectly probing its resistive state (Figure 1B - bottom panels, where the input signal is determined by [image: image], which can take the 0/1 values); when reprogramming, higher voltages ([image: image] >5 V for the millimeter-size devices used here) are used to trigger the network reconfiguration. To probe the function implemented, the [image: image] possible input combinations are subsequently tested, each one leading to as many outputs (digitized via thresholding), i.e., to a newly generated Boolean function (see Figure 1B - Computation [image: image], bottom panel). A successive reprogramming alters the nanostructure of the gold film, possibly changing input-output current preferred pathways (see Figure 1B - Reprogramming, red curves), with the formation/disruption of grain boundaries and other defects. At time [image: image], we can measure the new “computational state” again with a serial measurement of the [image: image] possible input combinations, resulting in a new Boolean function (see Figure 1B - Computation [image: image], bottom panel).
2.2.2 In-silico simulation of the receptron
The simulated network uses the SRN model [18], which involves a stochastic evolution of resistors to represent the distribution of conductive regions within a cluster-assembled gold film [17, 27]. Each link represents a coarse-grained portion of the percolating network which can assume one of four possible conductance levels: an insulating one or three distinct conductive ones. At each simulation step, every link can stochastically switch to another level using Monte Carlo (MC) moves (see Supplementary Material and Ref. [18]): these mimic local thermal dissipation near crystalline orientation mismatches and nonlinear phenomena across the band gap described for the experimental system [17, 20, 21, 28]. Briefly, each link conductance [image: image] can be probabilistically downgraded based on the local power dissipation [image: image], and upgraded by absorbing power from its neighbors [image: image]. Then, the absolute value of the voltage at each link is compared with a threshold value, which determines whether a downgrade/upgrade of [image: image] has to be attempted. Since such moves only depend on the square or the absolute value of the voltage across the link, both sets of update rules exhibit symmetry with respect to local potential polarity (always taken as positive in our simulations).
After each MC move, Kirchoff’s equations are used to solve the network [29, 30]. Note that in our SRN complex physical phenomena arise from probabilistic update rules, which draw inspiration from microscopic-scale physics. This key aspect distinguishes our system’s evolution from other models that directly replicate potentiation mechanisms (see, e.g., [31]). The SRN shares some common features (the regular grid, the way the network is solved, the local Joule effect) with other models like the simpler Random Fuse Model (RFM) [32], which was nonetheless conceived to study only the breaking process of materials traversed by current. Conversely, the stochastic evolution of the SRN, the ability to reproduce more physical effects than just the breaking and reforming of connections [33] and the easy adaptability to mimic a real experimental setup constitute major differences with respect to the old RFM.
Here, the simulated network exploits three electrode-nodes (ENs) to establish connections between the source and the network through as many groups of permanent-conductive links (ELs). These ELs are strategically positioned to mimic three input electrodes and can be connected to the source node through three permanent switch-links (SLs). SLs serve as switches between ENs and the source, allowing different configurations. The network’s multi-channel setup, together with its 3D structure, is represented in Supplementary Figure S1, which also features two output electrodes for connection to the ground. At each simulation step, it is consistently feasible to measure the resistance of every network component and the current passing through each edge, particularly the current exiting the network during computation (as illustrated in Figure 3A). This setup enables the simulation of computation and reprogramming phases, both of which adhere to the same logic as the experimental implementation of the receptron (see Supplementary Material for the definition of the threshold voltage Vth in the simulated case).
Note that our analyses benefit from the regularity of the network, which has a simpler geometry if compared with recently introduced models for nanowire networks [34]. Such models feature a much more complex organization of the nodes and links, but we do believe that this choice would not modify our findings since those are not related in any way to the peculiar adjacency matrix of the simulated network.
2.3 Receptron reprogramming
The experimental and simulated receptron reprogramming is the result of current flow during the application of high voltage stimuli. Here we identify a series of control parameters that, by shaping the distribution of electrical currents, are instrumental in influencing the evolution of the physical system and, consequently, the dynamics of the weights. Overall, the effect of reprogramming is determined by the complex interplay of the voltage stimulus magnitude, polarity, and localization (that is, the boundary conditions that constrain the current flow). We will refer to these parameters with [image: image]:
[image: image]
Being ∆V ∈ [[image: image], [image: image]], [image: image] and [image: image]. Here, [image: image] stands for the maximum voltage applied to the system when reprogramming, [image: image] is referred to the polarity of the latter, while [image: image] indicates the state of each switchable connection, that is which electrodes are involved in the reprogramming of the physical substrate (See Figure 1B).
As a first order approximation, we assume that the state transition process is Markovian [35]: this ansatz is validated by the decay of the autocorrelation function for the output (see Supplementary Material) which has a characteristic low correlation step, between 1 and 4. Given this assumption, the output function [image: image] after the nth reconfiguration phase is drawn from a probability distribution [image: image] which depends on the previous state (i.e., the previous function [image: image]) and how the reconfiguration has been performed, summarized by [image: image]:
[image: image]
as schematically represented in Figure 1C.
We will determine which parameters contained in [image: image] have a greater influence on [image: image] proving that a careful control over the latter gives a probabilistic control over the output function distribution, acting like a sort of control knob which may be optimized to enhance the functional generation efficiency of the device.
2.4 Calculating mutual information between reprogramming parameters and receptron outputs
The goal of identifying the most effective reprogramming hyper-parameters can be achieved by a specific reprogramming protocol, wherein alternating cycles of reprogramming and output computation are conducted. [image: image] collects all the characteristics of the sequence of reprogrammings performed on the physical substrate and [image: image] containing the function implemented following the respective reprogramming.
We quantify the receptron susceptibility to diverse reprogramming protocols by computing the Mutual Information between the reprogramming sequence R and output functions sequence F, MI ([image: image],F), and the entropy of the output, H F). The Mutual Information
[image: image]
quantifies the amount of reduction in uncertainty about the output given knowledge of the input [36], and a significantly non-vanishing ratio of MI(R,F)/H(F) would imply that it is possible to extract relevant information about the output based on the chosen reprogramming scheme. This approach allows for efficient characterization of the device’s functioning, as it avoids the need for extensive grid-search experiments that could be difficult to perform on a statistically significant batch of devices, due to inter-device variability.
In our study, we want to verify that the following is significantly true:
[image: image]
To compute the entropies, we have used the natural logarithm and applied the correction term proposed by [37]. This correction term is given by:
[image: image]
where “ ⋅ ” is a generic observable, [image: image] is the number of states with [image: image] and [image: image] is the total number of observations.
In experiments and analogously in simulations we have estimated pi using a frequentist approach. F is defined to be implemented output function represented as a decimal number, and it depends on the specific thresholding that is implemented, while H([image: image]) is clearly independent from this post-processing. In particular, we take F belonging to the set of the 256 possible Boolean functions of 3 variables, and the simultaneous occurrence of R and F is thus, simply, the event of reading F as output after having written with the [image: image] scheme. We point out that the normalization used to compute the probability clearly depends on the single experiment/simulation performed. I.e., if in a simulation of the SRN model we record B distinguished Boolean functions, among the 256 possible ones, the occurrence of each of them will be normalized by B (and not by 256).
2.4.1 Significant Mutual Information test
Statistically dependent input and output sets are expected to have higher Mutual Information than would occur by chance. To determine the significance of the Mutual Information measured, we used a standard [image: image] significance test. This involves comparing the measured MI to a null hypothesis, which represents the Mutual Information that would be expected if R and F were independent. If the measured MI is significantly different from the null hypothesis, it can be concluded that the dependence between [image: image] and F is statistically relevant. As a null model we permuted the elements f ∈ F keeping the [image: image] ∈ [image: image] fixed. This approach preserves H(R,F) and H(F), changing only the value of joint entropy between inputs and outputs H(R,F). We permuted R and calculated MI (R, F) [image: image] times for each threshold. Mutual Information deemed significant if MI calculated for the null model were higher than actual values [image: image] up to 5 times (α = 0.001). The p-value is then obtained as [image: image]. All MI estimates whose p-value was higher than α have been rejected (MI = 0).
3 RESULTS
3.1 Internal dynamics of the Stochastic Resistor Network
SRN simulations offer an important perspective on what is happening to the complex network during reprogramming. In the forthcoming example, we explore the effect on the analog weighted output, [image: image] of a selective modification of a single reprogramming parameter, ceteris paribus. In practice, we have performed several reprogrammings with a reprogramming localization fixed to (1,0,0), a positive polarity and a random voltage magnitude: after each such reprogramming we sampled the implemented Boolean function by scanning over all digital inputs. In the language of Eq. 2, each set of reprogramming parameters is defined by [image: image] with ∆V uniformly selected in [15 V, 35 V].
Figure 2 illustrates the relationship between the outputs and the network restructuring. Figure 2A presents an example (focusing on 110 MC steps) of [image: image] curves, for each output reading during computation stimulus; these exhibit significant variations due to the alternation of reprogrammings, depicted by orange vertical lines. The common trend among the curves suggests a certain level of mutual correlation. Notably, these features closely resemble experimental results [16, 18]. The small peculiarities of each of the outputs can be attributed to both the specific network configuration and the precise positions of the channels through which the incoming current flows. Specifically, the repeated reprogramming with the same localization (1,0,0) has greater effects on the outputs associated with this input (red vs. gray curves). The distribution of the analog output value associated to (1,0,0) reaches lower [image: image] values compared to the others. This indicates that repeated reprogramming with fixed localization leads to a resistance increase near the current pathways explored during the corresponding computation. This, in turn, has a lesser impact on other pathways. To prove this, we obviate the need for an intricate analysis of the overall resistive connection distribution; instead, we employ the calculation of current’s shortest paths (SPs) within the network as a suitable proxy. The length of the SP has in fact a consistent relationship with macroscopic resistance patterns, making them good microscopic indicators of bulk current flow in the system. Using the metrics introduced in [18], the SRN model allows for the measurement of the lengths of all the possible current paths between the input and output at each time step, calculated as [image: image], with (i, j) identifying the pairs of nodes. Among these paths, an optimization algorithm [38, 39] allows to calculate the SPs followed by the current between the network’s input and output. As an example, Figure 2B depicts the lengths of the shortest conductive paths within the network, depending on the reading localization. To enhance clarity, we set L values that would otherwise result in infinite length to zero. Notably, L exhibits a distinct trend, especially during computations with input (100).
[image: Figure 2]FIGURE 2 | Simulation of the SRN model, in which each reprogramming is followed by a computation, repeating the process in series 110 times. During the simulation, the polarity and localization of the input channels in the reprogramming remain constant. Each computation lasts 10 MC steps. (A) Left panel: Evolution of [image: image] during the whole procedure of 110 reprogrammings, each followed by a computation. The red curve is the one corresponding to the (100) computations, vertical orange lines indicate that reprogramming occurs between two computations. Right panels: snapshots of the network, corresponding to two computations (100) interspersed by reprogramming phases. The input-output shortest path is highlighted in red. (B) Evolution of [image: image] and the SP length [image: image] for computations. Red curves correspond to outputs associated to the input (100). Note that for representational purposes only we represent the infinities of [image: image] and [image: image] curves as zeros.
Shortest Paths, however, are not captured by their mere length: a visual inspection of their evolution is in fact quite instructive on the effects of specific reprogrammings and the topology of the induced network. An example is provided in the right panels of Figure 2A. Here we show how the reprogramming leaves the first section intact while inducing a notable change in the second part of the SPs for the (100) input combination configuration (red curve). It is precisely this latter variation that justifies the small difference between the outputs that decorate the overall trend. Even more interestingly, we observe a significant variability of SPs as a result of rearrangements. This indicates that extensive modifications of the inner structure are repeatedly occurring, in striking contrast to what is reported for a nanowire network (see, for example, [40]), where a single path was progressively strengthened. The repeated variation of outputs after reprogramming phases subtends a continuous change of the current SPs: such dynamics guarantees the reconfigurability of the device ad infinitum and preserves the variability of information processing resulting from such a ceaselessly mutating substrate.
Far from complete randomicity, however, such an evolution strongly depends on how the reprogramming is performed, thus on r. To prove this, we have analyzed, thanks to the Information Theory framework presented in [41, 42], the way in which reprogramming affects the information processing. The system is divided into 7 coarse-grained sub-regions (as shown in Figure 3A) to analyze the time-evolution of the electrical properties of each zone. Mutual Information (MI) associated with the electric current is used to describe the interactions among complementary areas of the system, while Integrated Information II) is exploited to evaluate the reciprocal integration among the building blocks of a sub-region [41, 42]. These measures are built on top of the entropy H, which is calculated from the discrete probability distribution of the average conductance in each sub-region (with 10 distinct states available to each coarse-grained zone; see Methods for details).
[image: Figure 3]FIGURE 3 | Left: network coarse-graining procedure (A). The coarse-grained system is obtained by dividing the network into seven parallelepipeds, each of which is mapped onto a two-dimensional sub-region. In both the schematic representations, the computation 100 is depicted. Right: The effect of a (1,0,0) reprogramming on Mutual Information MI (B) and Integrated Information II (C) between two or more coarse-grained sub-regions.
As shown in Figures 3A–C reprogramming with [image: image] leads to many changes in the information flows between zones when reading the output associated to the (100) combination in input. The pair one to four exhibits a major increase in II, beyond statistical compatibility; this was somehow predictable, since it is the region lying closer to the open input channel. The growth of II (3–5) is instead interpretable as an augmented segregation of those regions (where the effect of the reprogramming is smaller) with respect to the rest of the system. Conversely, we do expect regions 6 and 7 to be always highly integrated after a reprogramming, regardless of its details, as it happens in this case. For all the other pairs considered, the II value before and after the reprogramming is statistically compatible, so it means that (with the limited available data) the effect of the reprogramming is modest.
On the other hand, since Mutual Information expresses the association between a part of the system and all the rest, we expect it to display a generalized growth after the reprogramming. This happens in most cases; the increase in 1–4 is marked, signaling an activation of such zones. Also 2–3, 2–5 and 3–5 exhibit a significant modification, probably because they are in closer contact with the 1–4 region where most of the variations in the electrical conduction happen. Supported by empirical evidence from this analysis, we can however state that different reprogramming input patterns result in partially altered levels of reciprocal correlations among sub-regions in the network, but more evidently in higher integration in the sub-regions closer to the open input channels. The spatial analysis of II and MI in the SRN can provide hints for the manipulation of hyperparameters of the reprogramming process, such as the amplitude, polarity, and localization of stimuli, in a way which is not applicable to the experimental electrical receptron.
3.2 Characterization of the receptron sampling efficiency
The indications provided by information theory can now be applied to the practical computation that we expect from receptron, finally analyzing its performances as a functional generator. To obtain a digitized output from an analog one, a thresholding procedure is exploited, where among a set of trial threshold values is retained the one which provides the greatest number of different generated functions [17]. The efficiency of the generation process will of course depend on the specific hardware implementation and on how the (stochastic) reprogramming is performed. We are first interested in determining which constructive characteristics have a higher impact on efficiency, while the effect of a specific reprogramming will be the object of the following section. A random exploration, where r is sampled from a uniform probability distribution stretching over the whole boundaries of the parameter space, allowed us to average out the contribution from the characteristics of the reprogramming.
The fact that a single receptron can generate any function [13], does not per se guarantee that it will do it quickly enough: such unconstrained opportunities would be useless if the device could not reach the desired target in a reasonable number of reprogrammings. In fact, the prohibitive scaling of the number of N-input Boolean functions ([image: image]) would really make it impossible for any functional generator to investigate every alternative in a satisfactory amount of time: for instance, a generator operating 24 h a day at GHz frequencies would take centuries just to exhibit all 6-input Boolean functions. As a matter of principle, the capabilities of these devices could be significantly boosted not just by increasing the rate of generation of new functions, but also by making reprogramming more specific, that is limiting the random search to a functional neighborhood of the specific target.
We start by investigating which factors allow the maximization of the number of functions explored, while the next section will deal with targeting a specific area of the output functions space. The Boolean-function generation efficiency ε is a quantity already established for the experimental device [17], which for the case of 3 bits reduces to:
[image: image]
[image: image] being the number of receptrons that, combined via OR or XOR, can implement the ith boolean function.We will briefly recall here the significance of such a definition. Given the infeasibility for a single generator to cover the whole (Boolean) functional space in a computationally profitable time, the idea is then to see whether a minimal set of pre-defined simple combinations (OR and XOR; see below for details) of the functions generated allows to also retrieve the missing ones. When this is done, we not only have an idea of how quickly the network reaches different possibilities but, most importantly, we also keep into account the difference between the functions generated: if the exploration is restricted to a very narrow region of functional space, we may miss entire classes of outputs which are impossible to generate even after the aforementioned combinations. The concept of a complete set [17], which formalizes the intuitive idea of a basic set of functions which is needed to implement any other via linear combinations is thus naturally introduced. The generation of an ever-increasing number of functions will then ease obtaining the missing ones: the efficiency ε is thus a measure of the average number of receptrons needed to implement a boolean function, simply counting the fraction of Boolean functions already generated.
We have identified key mechanisms that influence this variability, acting on the evolution laws that are governing the dynamics of the computer-simulated receptron while using the physical one as a reference. Figure 4A compares distinct, i.e., regulated by a different dynamics, SRN-based implementations of a receptron, to be contrasted with the cyan experimental curve: the first type of network is composed of links that can explore 4 levels of conductance (blue curve), while in the second case only 2 states are possible (orange and red curves). In the latter cases, network’s links can access either a conductive level (respectively [image: image] and [image: image]) or a nonconductive one. The inset shows the smoothed derivatives of the efficiency curves. As a result of reprogrammings, the ε curves jump to a non-zero value after a few steps due to the exploration of a complete set of functions. As shown, when only two levels of conductance are allowed, the efficiency of the network initially increases rapidly, but then levels off and reaches a plateau. Despite the network being reconfigured, the system here is unable to generate new Boolean functions. The limited number of conductance levels available to each of the (nonetheless highly abundant) degrees of freedom prevents the system from achieving higher levels of efficiency.
[image: Figure 4]FIGURE 4 | (A) Boolean function generation efficiencies (see Eq. 4) obtained for a an experimental receptron and different computer-simulated receptron, where we used a 4-levels SRN model (blue curve) and two 2-levels SRN model, each resulting by a random search process of a succession of 110 computations and reprogrammings. Inset: Derivatives of efficiency curves. (B) Efficiency and Derivatives computed for a physical receptron (turquoise curve), a computer-simulated receptron using an SRN model (blue curve), and a simulated receptron with randomly evolving topology (yellow curve) [29]. All curves have been smoothed using a 1D gaussian kernel.
The derivatives of the compared curves (inset) highlight that there is also a discrepancy between the saturation points and the different trends as a function of the computing step. While the qualitative behavior is shown to be insensitive to the details of the statistical evolution, some smaller quantitative differences arise in the shorter term for the derivative and in the longer term for the plateau value. These were used to settle the number of σ levels in simulations to 4 but also provides key insights into the functioning of such a system: its sampling efficiency strongly depends on the number of states accessible to each of the large number of conductances constituting the network.
Figure 4B compares the efficiency limiting values for both real and virtual receptrons: a physical receptron (cyan curve), a receptron simulated with the SRN model (blue curve), and a simulated receptron with randomly evolving topology - i.e., each link can be updated to one of the 4 conductance levels with uniform probability - (yellow curve). All the devices have similar efficiency trends, with an initial efficient exploration of the Boolean function space and a subsequent decrease of the variability and then of the curve slope. Even the simulated receptron with randomly evolving topology reaches a qualitatively comparable level of variability as the other two. Intuitively, the most significant differences between the various devices emerge after a few reprogramming steps: while it is relatively easy to generate new functions when only a tiny fraction of all the possibilities have already been visited, it becomes increasingly harder as reprogramming events start to accumulate. Thus, the key for a good receptron does not just lie in the number of degrees of freedom (which is enormous also in the case of the 2-level system) but rather in the availability of a wide set of local energy minima resulting in different outputs, in stark contrast with systems characterized by a Winner Takes it All dynamics [40], as we noted previously.
As discussed previously, however, the rate of generation of new functions is not a sufficient quantifier for the performance of this device: its ability to adapt to different reprogramming stimuli is critical if we are to limit its exploration to a much narrower target region of functional space. Being a global average, ε does not consider the second aspect, which is precisely where the physical behavior plays a crucial role, ensuring in principle the possibility to modify the statistical properties of the outputs: this is why we need to introduce controllability. We will now turn our attention to the quantification of this adaptability of the device, providing examples of parameters which determine different functional exploration.
3.3 Evaluation of the receptron controllability
Here we investigate the link between a specific reprogramming protocol and the resulting distribution of the outputs: as we anticipated, [image: image] was sampled from a uniform probability distribution covering the whole possibilities in the set specified by the selected [image: image], thus its effect is averaged out. The results presented this far already evidence that such a choice does not prevent the system from exploring a wide variety of configurations, therefore efficiently generating a large set of Boolean functions. What follows will prove that even coarse control on the characteristics of the reprogramming gives in turn some influence on the statistics exhibited by the system, something we will refer to as controllability. Fine-tune control on the probability of each of the possible output functions would instead require a tremendous number of parameters. Such a line of reasoning prompts us with a generalized concept of controllability as a trade-off between the number of parameters and the time required to obtain a given output. In fact, the stochastic nature of an ideal receptron guarantees that, in principle, the desired function will be at some point implemented: a scarce control over the reprogramming will enlarge the functional space subject to exploration and slow down convergence to the result but will not prevent its realization. In mathematical terms, the output function is a random variable that depends on the way reprogrammings are performed, as mentioned in Eq. 2. We will now quantify the relation between different possible [image: image] sets and the full set of generated functions in [image: image] reprogramming steps,
[image: image]
A quantitative way to assess the receptron susceptibility to diverse reprogramming protocols consists in measuring the reprogramming/computing Mutual Information MI (R, F) [41, 42]: this will give indications on the effect of different stimuli sequences on the output function distributions. The Mutual Information between r and F, [image: image], allowed us to determine under which conditions the output entropy, H(F), is significantly larger than the conditional output entropy, [image: image] (See Section 2.4 for further details). When this occurs, the knowledge (i.e., control) over R, i.e., the reprogramming steps applied to the system, gives information about F: we can practically influence the result and increase the likelihood of a certain output function. Two different reprogramming protocols were employed: one where negative and positive polarity of the voltage is alternated, and another one where only positive voltage pulses are administered to the system. The entropy and Mutual Information curves were constructed using 200 evenly spaced thresholds between maximum and minimum [image: image] values. The statistical significance of the obtained curves is computed with a standard-value significance test, to assess the likelihood that the obtained MI (R, F) values are higher than those obtained for a random process.
We recall here that, while Eq. 2 well describes the possible ways to perform reprogramming in the experimental system, for the SRN model in its actual flavor the polarity is not a real degree of freedom: network configuration’s updates just depend on | [image: image] |. This has not been a limiting factor, so far: the electrical characterization of the SRN and properties like efficiency are not affected by this ingredient. For the MI (R, F) analysis, however, the computational receptron implementation can only be compared with the experimental one at fixed polarity.
The results of this analysis are shown in Figure 5: the value of [image: image] as a function of the threshold, for different sets of reprogramming protocols, is presented in the upper panel. A solid line indicates a statistically significant MI curve, while a dashed one marks data points that failed the significance test. We emphasize that non-significant MI values are to be considered null and are plotted in their original values for display purposes only. First, it is evident that in the experimental case with only positive polarity reprogramming steps (orange curve), every threshold choice for [image: image] yields a non-significant MI (orange curve), indicating that the parameters varied between different reprogramming steps were not sufficient to induce a statistically significant dependence of the outputs on R. This is confirmed by the SRN simulations carried out in analogous conditions, which are not vanishing but also not significant in the whole range (green curve). Conversely, when the reprogramming procedure features both positive and negative electrical potentials (purple curve), there is a wide set of threshold choices for which MI (R, F) is statistically significant (solid curve). This configuration demonstrates how the applied voltage sign contributes to the establishment of a statistically significant relationship between the reprogramming and the resulting output signal.
[image: Figure 5]FIGURE 5 | (Upper panel) Computation/reprogramming Mutual Information, MI (R, F) for different choices of r, indexed in an arbitrary way, on the same sample as a function of the chosen threshold (x-axis). The solid line indicates when MI is significant, while the dashed line indicates nonsignificance. For the experimental receptron the purple curve is obtained using positive and negative voltages during reprogramming steps, while the orange one (as the greenone for the SRN model) had the polarity fixed to just positive values. MI (R, F) curves have been smoothed with a Gaussian Kernel with [image: image] threshold numbers. (Bottom left panel) Distributions of output functions per each reprogramming features set [image: image], obtained after reprogramming steps with alternate polarity for the real device. Here the protocol involves 500 alternating reprogramming and computation phases, with 12 different possible [image: image], wherein polarity can (Bottom central panel), (Bottom right panel) Distributions of output functions per each reprogramming features set [image: image], obtained after a reprogramming protocol with only positive applied voltages for experimental and simulated receptrons. The distributions have been smoothed using Kernel Density Estimation (KDE) with the same bin width.
For a deeper understanding of what it does mean to have a non-significant MI (R, F) (i.e., vanishing), it is rather instructive to consider what happens for the extremal thresholds. Whenever the threshold lies very far from the analog weighted outputs’ mean, all thresholded outputs will be either 0 or 1, thus the output function will be forced to f = 0 ∨ f = 255 ∀ t (a Boolean function consisting of all zeros or ones, respectively): evidently, the specific series of reprogramming procedures, r, has no impact on the generated functions. Thus, even if the output function will be easily predicted, we have no control over the specific output function distribution: this first marks the distinction between our capability to predict [image: image] (predictability) and our influence (through reprogramming procedures) on its distribution (controllability).
Intermediate thresholds allow the maximization of the MI curves. Notably, our experimental results reveal two different scenarios: the receptron consistently explores the same region within the space of Boolean functions for both fixed and variable polarity reprogramming protocols, resulting in non-significant and significant MI respectively. This is visually represented in Figure 5 - Bottom left and central panels, where we observe multimodal distributions with peaks precisely centered on the same output functions. We emphasize that the whole series of experimental measurements were conducted on the same device, with the primary difference being the random chronological order of the reprogrammings R) in each protocol. When we examine reprogramming protocols with a fixed positive polarity parameter (Figure 5 - Bottom central panel), our analysis shows that the output multi-mode distributions follows a consistent pattern, with the primary peaks reaching the same heights for each reprogramming mode. In this case, the output functions are not easily predicted (being the result of the system’s randomic dynamics), but still we cannot influence the outputs statistical likelihood by choosing specific reprogramming steps, which is rephrased in terms of a complete lack of controllability. More interestingly, when polarity truly makes a difference (Figure 5 - Bottom left panel), a different phenomenon emerges. In this case, [image: image] modes significantly influence the output distributions, resulting in varying peak heights. This indicates that the outcome of each reprogramming mode favors certain outputs over others, a fact supported by our significance analysis of MI. This evidence strongly implies that adopting reprogramming protocols with a targeted order of polarity may provide greater control over the resulting output, thereby challenging the Markovianity hypothesis. Significant nonzero MI (R, F) values are found whenever different reprogramming steps are specific, being capable of restricting the generation of Boolean functions to a subset of all the possibilities. In the context of simulations, it is noteworthy that each reprogramming mode induces Boolean output distributions that significantly differ in the location of the peaks, as depicted in Figure 5 - right panel. This finding in contrast with the experimental observations can be attributed to a system size effect: each input channel localization appears to cause changes that are too extensive and dramatic compared to the physical system. While this leads to a broader exploration of the output space in general, the outcomes of such reprogramming steps are not controllable, as suggested by the significance test.
These examples highlight the difference between predictability and controllability: even if the system pertains to a degree of randomness (meaning it is not fully predictable), we can influence the statistics of the expected outcome via the specific features of reprogramming steps. The two quantities, however, evolve independently: as we have shown, we can have negligible controllability both in the case of high (for a trivial threshold setup) and low predictability (for positive-only polarity). Changing the polarity appears to be decisive for a nonzero controllability to emerge: this could be ascribed to a series of complex memory effects inside the cluster-assembled film, ranging from capacitive charge accumulation near the electrodes to bistable junction-switching, which are still under investigation. Conversely, we observe that the consequences of changing the reprogramming localization and the exact tension value have a smaller impact on the final outcome for different reasons. On the one hand, the numerical value of ∆V, beyond a given threshold, does not matter much (see also [18]); on the other hand, one expects a change in the reprogramming localization to be relevant but only limited to a sub-region of the system, as evidenced for the SRN by Figure 2. The results presented so far only allow us to limit the vast range of possible reprogramming protocols, but still, it is not feasible to quantitatively plan the reprogramming protocol to reach a specific target. To this extent, possible future improvements of the SRN, including an increased system responsivity after a polarity change, might help in further focusing on particular reprogramming protocols. All the analyses described so far leverage the Markovian hypothesis that a given reprogramming influences only the following one. However, we would expect higher levels of Mutual Information by considering as r the quantitative description of the reprogramming characteristics for n > 1 such steps: an analysis of this kind, however, requires further statistics, both in terms of the number of different reprogramming protocols and, fixing r, the number of reprogramming steps.
A future step will consist in the identification of a reasonable trade-off between increasing the accuracy of our predictions and the growing cost of such an approach. The analysis of temporal autocorrelation in our datasets suggests that the consequences of a reprogramming might, in principle, affect up to a few of the following readouts. The outputs’ trajectory in functional space is in fact the result (integral) of the contributions from several reprogramming steps: each one may be responsible for significant variations, but of course the starting point is itself dependent to some extent on the past history. In any case, the results presented so far, under assumption of Markovianity, already contribute to set some boundaries: we have underlined that only some hyperparameters are decisive to condition the system’s subsequent output. We argue the effect of such hyperparameters to have a larger relevance than the number of R sets explored.
4 CONCLUSION
We have successfully modeled the complex behavior of a physical receptron undergoing reprogramming and computing processes during the stochastic generation of Boolean functions. In particular, we have extended the characterization of the Boolean function generation process of a receptron to include not just efficiency measures but also a crucial controllability analysis. Aiming to quantitatively assess the effects of reprogramming on the network regions, we have employed Information Theory tools, highlighting the variable interacting strength with which different regions of the film react to external perturbations. We have discussed the requirements in terms of system size, thus number of junctions, for a sufficient level of complexity in the network: a large number of interconnected building blocks is needed together with the possibility for each of them to explore at least a few states (the discrete conductance levels). This complexity is reflected in the efficiency parameter, which captures the receptron intrinsic variability in generating Boolean output functions, together with the possibility to control its output, albeit in a statistical way.
Assessing the degree of controllability for a receptron is a key step in view of using it as a paradigm for innovative approaches to computing. Its inherent stochasticity, which lies at the heart of its flexibility and effectiveness, can in fact be limited by acting on the reprogramming process. We have identified reprogramming voltage polarity as a key parameter to steer the output functions distribution in the experimental receptron. The information obtained with this method provides the user with all the fundamental tools needed to calibrate the balance between predictability and controllability of the output values, with crucial influence on the device effectiveness as a Boolean function generator. Leveraging entropy-based measurements, we have developed a quantitative and robust criterion to determine which parameters allow the Mutual Information between the reprogramming protocol and the output to be significantly non-vanishing.
Even if qualitative, the agreement between the SRN model and the physical substrate is remarkable, the difference arising from the deep diversity of the two platforms, especially concerning fine details. Despite its considerable computational weight, the SRN is a coarse-grained physics-inspired abstract model, quite limited in size, much simpler than its experimental counterpart. Our simulations suggest that it is also more fragile upon repeated reprogramming steps: in the future, a systematic exploration of the grid of the SRN hyperparameters can undoubtedly help to increase the durability of the network.
Moreover, we plan to explore different strategies to implement a realistic dependence on the polarity of the applied tension in upcoming SRN developments, to better capture the experimentally assessed sensitivity to such hyperparameter. On the one hand, current SRN predictions concerning controllability provide generic indications about the relationship between a given reprogramming protocol and the resulting output vectors. On the other hand, while such results have a statistical robustness not comparable to the one typical of the experimental device, the simulation has a higher degree of reproducibility and often a lower cost than performing extensive experiments. Therefore, computational investigation can restrict the region of the phase space to be explored, allowing for more specific experimental campaigns. In addition, the simulations of the resistor network are useful to get insights about the experimental device functioning at a mesoscopic level: for instance, the visual inspection of current pathways, or the analysis of the reciprocal correlation among the different sub-regions. This kind of information is not retrievable from the mere analysis of the experimental receptron.
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