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Regular inspections of pipelines are of great significance to ensure their long-
term safe and stable operation, and the rapid 3D reconstruction of constant-
diameter straight pipelines (CDSP) based on monocular images plays a crucial
role in tasks such as positioning and navigation for pipeline inspection drones,
as well as defect detection on the pipeline surface. Most of the traditional
3D reconstruction methods for pipelines rely on marked poses or circular
contours of end faces, which are complex and difficult to apply, while some
existing 3D reconstruction methods based on contour features for pipelines
have the disadvantage of slow reconstruction speed. To address the above
issues, this paper proposes a rapid 3D reconstruction method for CDSP. This
method solves for the spatial pose of the pipeline axis based on the geometric
constraints between the projected contour lines and the axis, provided that the
radius is known. These constraints are derived from the perspective projection
imaging model of the single-view CDSP. Compared with traditional methods,
the proposed method improves the reconstruction speed by 99.907% while
maintaining similar accuracy.

KEYWORDS

monocular vision, 3D reconstruction, constant-diameter straight pipeline, apparent
contour, geometric constraint

1 Introduction

Pipelines serve as crucial and ubiquitous transportation infrastructures in industries
such as oil, natural gas, and chemicals. Due to increased years of service, issues like
corrosion, wear, and cracks often arise [1, 2]. In order to avoid accidents such as
transmission medium leakage caused by pipeline problems, regular pipeline inspections
and surface defect detections are mandatory to prevent accidents, reduce economic
losses, and extend the service life of pipelines [3–5]. To enhance the safety and
efficiency of pipeline operations, traditional manual inspection methods can no longer
fully meet the demands. Therefore, scholars at home and abroad have conducted
extensive research on 3D reconstruction methods based on computer vision technology.
At the same time, this technology is widely used in tasks such as positioning and
navigation of pipeline inspection drones [6] and surface defect detection of pipelines [7].
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At present, 3D reconstruction methods are divided into contact
and non-contact methods according to the data sources [8]. Contact
methods generally use specific instruments to directly measure
the scene to obtain 3D information, such as three coordinate
measuring machines [9]. Since such methods require physical
contact with the surface to be measured, they are difficult to
implement in many scenes [10]. However, the non-contact 3D
reconstruction methods based on visual feature extraction have
received widespread attention. The currently common visual 3D
reconstruction methods mainly include active vision and passive
vision methods [11]. Laser scanning [12] and structured light [13]
are commonly used active vision 3D reconstruction methods, but
the equipment cost is high and the operation is complex. Monocular
vision, as a type of passive vision method, has the advantages
of simple structure, low cost, and wide range of applications. In
the research of 3D reconstruction methods for constant-diameter
straight pipelines (CDSP), it can be divided into two categories
according to different sources of feature information:methods based
on surface markers and methods based on contour edges.

(1) Methods based on surface markers

Methods based on surface markers determine the 3D pose
of the object to be measured by estimating the pose of markers.
Hwang et al. [14] proposed a method for estimating the 3D pose
of a catheter with markers based on single-plane perspective. This
method utilizes the center points of the three marker bands on the
catheter surface and their spacing to solve for the catheter’s direction
and position, thereby achieving catheter pose estimation. Zhang
et al. [15] proposed a method using a hybrid marker to estimate
the pose of a cylinder. This method estimates the cylinder’s pose by
solving the pose of circle points and chessboard corner points using
the PnP algorithm. Lee et al. [16] proposed a method for estimating
the pose of a cylinder by constructing rectangular standard marker.
This method uses the edge features of the label as input to find
two pairs of points to form rectangular standard markers, and then
realizes cylinder pose estimation based on the features of the two
pairs of points and the geometric characteristics of the label. Since
markers are not allowed in many scenes, the above methods cannot
be widely used.

(2) Methods based on contour edges

Methods based on contour edges estimate the 3D pose by
extracting the edge features of the object to be measured. Shiu et al.
[17] proposed a method to determine the pose of a cylinder using
elliptical projection and lateral projection. This method determines
the pose of the cylinder by solving the center of the end face circle
and the intersection points of the end face circle and line features.
However, since it is impossible to extract the circular contour of the
end face from the long-distance transmission pipeline, the above
method is not suitable for the 3D reconstruction task of long-
distance transmission pipelines. Zhang et al. [18] proposed a 3D
reconstruction method for pipelines based on multi-view stereo
vision. This method divides the extracted projection axis into line
segments and arc segments, performs NURBS curve fitting, and
then completes the 3D reconstruction of curve control points. This
method regards the centerline of the contour in the image plane
as the projection axis, and this approximate calculation introduces
significant system errors. Doignon et al. [19] proposed a 3D pose

estimation method for cylinders based on degenerate conic fitting.
This method first performs degenerate conic fitting on the edge
feature points of the cylinder and then calculates the pose of the
cylinder axis using algebraic methods. Cheng et al. [20] proposed
a 3D reconstruction method for pipeline perspective projection
models based on coupled point pairs. This method completes the
3D reconstruction of the pipeline axis based on the geometric
constraints between the coupled point pairs on the cross-sectional
circle and the center of the cross-section. Since edge features require
iteration, the 3D reconstruction process is relatively slow.

To address the above issues, this paper proposes a method for
rapid 3D reconstruction of CDSP under perspective projection.
This method does not require adding markers to the outer surface
of the pipeline or extracting circular contours of the end faces. It
only needs to extract the contour lines of the pipeline, making the
operation simpler. While ensuring the accuracy of reconstruction,
this method has a faster reconstruction speed, effectively solving
the problem of low efficiency in the reconstruction process. This
article first analyzes the imaging process of CDSP perspective
projection, and then derives a fast solution for axial position under
the premise of known radius. Finally, the experimental results show
that compared with traditionalmethods, thismethod achieves faster
reconstruction speed.

The organization of this paper is as follows: Section 2 introduces
the single-view perspective projection imaging model of CDSP.
Section 3 details the steps of our proposed rapid 3D reconstruction
method of CDSP. In Section 4, we conduct experiments using both
simulated and real data to validate the effectiveness of our method
and compare with traditional methods. Finally, Section 5 presents
the conclusion of this paper.

2 The single-view perspective
projection imaging model of CDSP

To address the 3D reconstruction problem of CDSP, this
paper first establishes the perspective projection imaging model
of single-view CDSP, as shown in Figure 1. Figure 1A illustrates
the perspective projection imaging process of single-view CDSP.
A world coordinate system OW −XWYWZW is established with the
camera’s optical centerO as the originOW, where the XW axis points
to the right of the camera, the YW axis points downwards, and the
ZW axis points forwards.

For any CDSP in space, it can be considered as being composed
of a stack of constant-diameter cross section circles that are
perpendicular to the axis LC, with the center of each cross section
circle lying on a line LC. Let the center of the cross section
circle C, which the support plane passing through point OW, is
denoted as PC, and the radius is r, li represents the contour edges
(i.e., apparent contours) formed in the image of the CDSP, πi
denotes the back-projection planes formed by the camera’s optical
center O and the contour lines li, and Li represents the contour
generators corresponding to li, where i = 1,2. In addition, let L
denotes the intersection line of π1 and π2, and ni denotes the
normal vectors of planes πi. Considering that both L1 and L2 are
cylindrical generatrix, there exist Li//L, Li//LC, and ni⊥Li, from
which ni⊥L can be obtained, and the direction vector vL of L can be
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FIGURE 1
The perspective projection imaging model of single-view CDSP. (A) The perspective projection imaging process of CDSP, (B) The support plane of
cross section circle C.

expressed as,

vL =
n1 × n2
‖n1 × n2‖

(1)

where × denotes the cross product. Let πm denotes the bisector
plane of π1 and π2, then the normal vector nm of the bisector plane
πm is,

nm =
n1
‖n1‖
+

n2
‖n2‖

(2)

Let πS denotes the support plane of the cross section circle
C, then there exist O⃗PC⊥LC, O⃗PC⊥L, and the support plane πS
is shown in Figure 1B. O⃗PC lies on the bisector plane πm, therefore
there exists nm⊥O⃗PC. Since nm is the normal vector of πm, we can
derive nm⊥L, and the direction vector vOPC

of O⃗PC is,

vOPC
= vL × nm (3)

Let α denotes the angle formed between π1 and π2, which is also
the angle between the normal vectors n1 and n2. Then, the angle α
can be expressed as,

cos α =
n1 · n2
‖n1 · n2‖

(4)

Considering that radius r is known and πi is the tangent plane of
CDSP. Combining α, the distance dOPC

between point O and point
PC can be expressed as,

dOPC
= r
sin (α/2)

(5)

We assume that the camera coordinate system coincides with the
world coordinate system. At this point, the rotation matrix is a 3×
3 identity matrix, and the translation vector is a 3× 1 zero vector.
Combining the direction vector vOPC

obtained fromEquation 3with
the distance dOPC

obtained from Equation 5, the three-dimensional
coordinate of point PC in the world coordinate system is,

PC = dOPC
·
vOPC

‖vOPC
‖

(6)

Based on the geometric constraints derived from any
CDSP perspective projection imaging model in the above,
and with a known radius of r, the 3D pose of the
CDSP axis can be determined by point PC and direction
vector vL.

3 The rapid 3D reconstruction method
of CDSP

Based on the above single-view perspective projection imaging
model of CDSP, the rapid 3D reconstruction method process of
CDSP designed in this paper is shown in Figure 2.

The above process includes camera calibrationmodule, contours
extraction module, and pipeline 3D reconstruction module. In the
camera calibration module, we use H checkerboard targets for
calibration, and use the Zhang’s calibration method [21] to obtain
the initial estimates of the camera intrinsic matrix K , the distortion
coefficients (k1,k2), and the extrinsic parameters (RCT

h , t
CT
h ), where

(k1,k2) represents the first-order and second-order radial distortion
coefficients, and (RCT

h , t
CT
h ) represents the rotation and translation

between the camera coordinate system and the target coordinate
system in the hth calibration image. Since the radial distortion
usually displayed by the camera is more obvious, and the influence
of tangential distortion is relatively small. Therefore, this paper only
considers the first two terms of radial distortion coefficients (k1,k2).
Then, the Levenberg Marquardt (LM) algorithm [22] is used to
optimize the initial estimates to obtain more accurate K , (k1,k2),
and (RCT

h , t
CT
h ). In the contours extraction module, we first detect

the contour edges of the image and extract contour features, then
correct the distortion of contour feature points using the K and
(k1,k2) obtained from the camera calibration module, and finally
fit the contour feature points with straight lines based on the least
square method to obtain the contour lines li in the CDSP image.The
pipeline 3D reconstruction module calculates the pose of the CDSP
axis. Firstly, we use the li obtained from the contours extraction
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FIGURE 2
The rapid 3D reconstruction method process of CDSP.

FIGURE 3
The scene of simulation experiment. (A) The experimental scene of p1 and p2, (B) The experimental scene of p3 and p4.

module as input, and combine the K obtained from the camera
calibration module to calculate the back-projection planes πi. By
the normal vectors ni of πi, we obtain the direction vector vL of
the intersection line L between π1 and π2. Then, after calculating
the offset direction vOPC

and offset distance dOPC
, we can obtain the

three-dimensional coordinate of point PC in the world coordinate
system. Finally, the 3D pose of the CDSP axis can be determined by
point PC and direction vector vL.

3.1 Camera calibration module

Camera calibration is a fundamental issue in visual technology,
a key step in linking 2D image information with 3D spatial
information, and a necessary condition for 3D reconstruction. The
checkerboard target is not only easy to make, but also provides
rich and easily detectable feature points in the image. Therefore,
this article uses a checkerboard target with clear corner features
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FIGURE 4
The images generated from simulation data.

FIGURE 5
3D reconstruction effects of simulation experiment.

for calibration. The parameters that need to be calibrated include
the camera intrinsic matrix K , the distortion coefficients (k1,k2),
and the extrinsic parameters (RCT

h , t
CT
h ). Firstly, randomly place

a flat checkerboard target in the public field of view, and ensure
that the size and position of the target can cover most of the
camera’s field of view, in order to collect sufficient calibration data.
Capture calibration images at different positions from the same
perspective by moving the target. Afterwards, we use the camera
calibration method proposed by Zhang [21] to obtain the initial
estimates of K , (k1,k2) and (R

CT
h , t

CT
h ). The LM algorithm [22]

was used to perform nonlinear optimization on K , (k1,k2) and
(RCT

h , t
CT
h ) through Equation 7, minimizing the reprojection error

of all feature points.

L =
H

∑
h=1

J

∑
j=1
‖ehj − ̂e(K ,k1,k2,R

CT
h , t

CT
h ,Ej)‖

2 (7)

where Ej denotes the three-dimensional coordinate of the jth feature
point in the calibration image, ̂e(K ,k1,k2,R

CT
h , t

CT
h ,Ej) denotes the

projection of Ej in the hth calibration image, and ehj denotes the pixel
coordinate of the jth feature point in the hth calibration image.

3.2 Contours extraction module

The edge contour of CDSP comprises circular contours of end
faces and straight contours. The method presented in this paper
completes 3D reconstruction based on the constraint relationship
between the contour lines and the axis of CDSP. Therefore, this
method does not require detecting the circular contours of end faces
of CDSP and can achieve 3D reconstruction for CDSP of any length.
In this paper, we use the subpixel edge detection method proposed
by Trujillo-Pino [23] to obtain the pixel coordinates (ŭ, ̆v) of contour
feature points in CDSP image. This method estimates the subpixel
position of the edge by considering the partial area effects around
the edge. Due to the distortion of the camera lens, the distortion
coefficients (k1,k2) obtained from the camera calibration module,
and the coordinate (u0,v0) of the principal point in the intrinsic
matrix K , are used to correct the distortion of the obtained contour
feature points by Equation 8.

{
{
{

ŭ = u+ (u− u0)[k1(x2 + y2) + k2(x2 + y2)
2]

̆v = v+ (v− v0)[k1(x
2 + y2) + k2(x

2 + y2)2]
(8)

where (x,y) denotes the undistorted normalized image coordinates,
and (u,v) denotes the undistorted pixel coordinates.

Due to the apparent contours of CDSP in the image are two
straight lines, we use the RANSAC algorithm [24] to estimate
one of the straight line models by randomly selecting sample
points from the contour feature points. Then, the distance from
other points to this model is calculated to determine whether they
belong to the model’s feature points. After selecting the points that
comply, we obtain the feature points set {(u′g,v′g)|g ∈ 1,…,G } of the
straight line model, where (u′g,v′g) denotes the pixel coordinates
of the feature points in this model. Among the remaining feature
points, the RANSAC algorithm [24] is used again to sift the
feature points of another straight line model and obtain a feature
points set {(u″m,v

″
m)|m ∈ 1,…,M }, where (u

″
m,v
″
m) denotes the pixel

coordinates of the feature points in the other straight line model.
For CDSP images with complex backgrounds, we can also obtain
the contour feature point sets of CDSP through manual filtering
methods. Finally, based on the least squares method, the feature
point sets in the two straight line models are fitted separately. The
equations for fitting lines l1 and l2 are expressed in Equation 9.

{
{
{

l1:a′u′g + b′v′g + c′ = 0

l2:a″u″m + b′v″m + c″ = 0
(9)

where a′,b′,c′ denote the coefficients of the equation of the fitting
straight line l1, and a″,b″,c″ denote the coefficients of the equation
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TABLE 1 Comparison of the impact of radius measurement errors.

Pipes Radius measurement error

−0.10mm −0.05mm −0.02mm 0.02mm 0.05mm 0.10mm

p1 4.507 2.253 0.901 0.901 2.253 4.507

p2 5.303 2.652 1.061 1.061 2.652 5.303

p3 4.193 2.096 0.839 0.839 2.096 4.193

p4 4.881 2.441 0.976 0.976 2.441 4.881

Mean (mm) 4.721 2.361 0.944 0.944 2.361 4.721

FIGURE 6
Comparison of experimental reconstruction accuracy.

of the fitting straight line l2. The system of equations, which is
constructed using the homogeneous coordinates of the feature
points of the l1 model as the coefficient matrix, is expressed as,

[[[[

[

u′1 v′1 1

⋮ ⋮ ⋮

u′G v′G 1

]]]]

]

[[[[

[

a′

b′

c′

]]]]

]

= 0 (10)

Similarly, the system of equations, which is constructed using
the homogeneous coordinates of the feature points of the l2 model
as the coefficient matrix, is expressed as,

[[[[

[

u″1 v″1 1

⋮ ⋮ ⋮

u″M v″M 1

]]]]

]

[[[[

[

a″

b″

c″

]]]]

]

= 0 (11)

For the above two systems of equations, the eigenvector
corresponding to the smallest eigenvalue of the coefficient matrix
represents the least squares solution of the equations. Alternatively,
we can perform SVD decomposition on the coefficient matrix and

then take the vector in the right singular matrix that corresponds
to the smallest singular value as the optimal solution. After solving
from Equation 10 and Equation 11, we can obtain two contour lines
li in the CDSP image.

3.3 Pipeline 3D reconstruction module

In this section, based on the geometric constraints provided by
the perspective projection imaging model of CDSP, the process of
solving the axis 3D pose using the contour lines of CDSP in the
image as input is derived. According to the contour lines li obtained
from the contours extraction module, the back-projection planes πi
can be expressed in Equation 12.

πi = KTli (12)

where T denotes vector transpose. Due to ni⊥L, the direction
vector vL of L can be obtained through Equation 1. In addition,
since nm⊥O⃗PC, nm⊥L, and O⃗PC⊥L, the direction vector vOPC

of
O⃗PC can be obtained by Equation 3. Based on the vL obtained
from Equation 1 and the nm obtained from Equation 2, vOPC

obtained from Equation 3 can be expressed as,

vOPC
=

n1 × n2
‖n1 × n2‖

×(
n1
‖n1‖
+

n2
‖n2‖
) (13)

Since α is the angle between the planes π1 and π2, and also
the angle between the normal vectors n1 and n2, the angle α
obtained by Equation 4 is,

α = cos−1(
n1 · n2
‖n1 · n2‖

) (14)

Besides, since the radius r of the cross section circle C is known
and the angle α is obtained from Equation 14, the distance dOPC

between pointO and point PC can be obtained through Equation 5.
can be expressed as,

dOPC
= r

sin([cos−1( n1·n2
‖n1·n2‖
)]/2)

(15)

According to the distance dOPC
obtained from Equation 15

and the vOPC
obtained from Equation 13, the three-dimensional
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TABLE 2 Comparison of experimental reconstruction time-consuming.

Pipes Proposed method Cheng method Doignon method

Time (s) Time (s) Time (s)

p1 9.997× 10−4 2.566 2.547

p2 9.973× 10−4 2.644 2.664

p3 9.992× 10−4 2.115 2.275

p4 9.975× 10−4 2.142 2.319

Time-consuming (s) 9.984× 10−4 2.367 2.451

FIGURE 7
The influence of different noise levels on reconstruction accuracy.

coordinate of point PC in the world coordinate system
obtained from Equation 6 can be expressed as,

PC =
r

sin([cos−1( n1·n2
‖n1·n2‖
)]/2)
·

n1×n2
‖n1×n2‖
× ( n1
‖n1‖
+ n2
‖n2‖
)

‖ n1×n2
‖n1×n2‖
× ( n1
‖n1‖
+ n2
‖n2‖
)‖

(16)

where n1 = KTl1, n2 = KTl2.
Based on the above derivation, under the premise that the radius

r is known, taking the contour lines in the CDSP image as input,
the 3D pose of the CDSP axis can be determined by the direction
vector vL obtained from Equation 1 and the 3D coordinate of point
PC obtained from Equation 16.

4 Experiments

To verify the effectiveness of the rapid 3D reconstruction
method of CDSP, this section will conduct simulation experiment
and real experiment. Specifically, the simulation experiment is
designed to validate the correctness of the method, while the real
experiment is aimed at verifying the feasibility of the method. This
article uses a computer equipped with Intel Core i5-8250U CPU

and 8 GB RAM for experiments, and uses time-consuming for 3D
reconstruction as the speed evaluation metric. In the simulation
experiment, we reconstruct a pipe and calculate the root mean
square error (RMSE) between the distance from each point in the
reconstructed pipe axis to the ideal axis and the true distance d =
0mm. In the real experiment, we reconstruct two parallel pipes
with a known true distance d, and calculate the RMSE between the
distance from each point in the axis of one reconstructed pipe to the
axis of the other reconstructed pipe and the true distance d. Using
RMSE as the evaluation metric of accuracy, the calculation formula
is expressed as,

RMSE = √ 1
N

N

∑
n=1
(d− dn)

2 (17)

whereN denotes the number of points in the reconstructed pipe axis.
In the simulation experiment, dn denotes the distance from a point
in the reconstructed pipe axis to the ideal axis. In the real experiment
dn denotes the distance from a point in the reconstructed pipe axis
to another reconstructed pipe axis.

Assuming Pn is a point in the reconstructed pipe axis. In
the simulation experiment, Q is any point in the ideal axis,
and v is the direction vector of the ideal axis. In the real
experiment, Q is any point in the axis of another reconstructed
pipe, and v is the direction vector of the axis of another
reconstructed pipe.The direction vector expression frompointPn to
point Q is,

P⃗nQ = Pn −Q (18)

A parallelogram is formed with P⃗nQ and the direction vector
v as adjacent sides, and the area S of the parallelogram can be
expressed as,

S = ‖P⃗nQ× v‖ (19)

Meanwhile, according to the parallelogram area formula, the
area S can also be expressed as,

S = ‖v‖ · dn (20)

Combining Equation 18, Equation 19 and Equation 20, the
distance dn can be expressed in Equation 21.

dn =
‖P⃗nQ× v‖

‖v‖
=
‖(Pn −Q) × v‖
‖v‖

(21)
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FIGURE 8
(A) The scene of real experiment, (B) The images collected in the experiment, (C) The images with contour lines and projected axis.

TABLE 3 Camera calibration results.

Intrinsic matrix K Distortion coefficients (k1,k2) Extrinsic parameters (RCW|tCW)

[[[[[[

[

4623.90566 0 1207.06155

0 4635.67335 978.70215

0 0 1

]]]]]]

]

k1 = − 0.03140

k2 = 0.42401

[[[[[[

[

1 0 0

0 1 0

0 0 1

0

0

0

]]]]]]

]

FIGURE 9
3D reconstruction effects of real experiment.

4.1 Simulation experiment

In this part, the proposed method is tested on simulated data.
The cell size is set as (∆u,∆v) = (0.00345,0.00345)mm, the focal

length is set as f = 12mm, the image size is set as (Nu,Nv) =
(2448,2048) pixel, and the coordinate of principal point is set as
(u0,v0) = (Nu/2,Nv/2), then the camera intrinsic matrix can be
expressed in Equation 22.

K =
[[[[

[

f/∆u 0 Nu/2

0 f/∆v Nv/2

0 0 1

]]]]

]

(22)

In addition, the radius and length of CDSP are set as 8mm and
500mm respectively. The experimental scene is shown in Figure 3.
We establish the world coordinate system OW −XWYWZW in the
scene, and place a CDSP in the plane ZW = 0mm. We denote the
CDSP with its center located at the originOW and its axis parallel to
theXW axis as p1, and the CDSP obtained by translating p1 along the
positive direction of YW as p2, as shown in Figure 3A. Similarly, we
denote the CDSP with its center located at the originOW and its axis
parallel to theYW axis as p3, and the CDSP obtained by translating p3
along the positive direction of XW as p4, as illustrated in Figure 3B.
The optical center OC is located at the world coordinate system
(−150,−200,−300)mm and points to OW.

Based on the scene of the above simulation experiment,
The images of p1, p2, p3 and p4 generated from simulated data
are shown in Figure 4.

In order to verify the correctness of the proposed method,
the projected contour lines of CDSP are obtained from the
simulated data through the cylindrical target perspective projection
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FIGURE 10
Comparison of reconstruction error results for one group of experiments. (A) The reconstruction error results for p̃1 and p̃2, (B) The reconstruction
error results for p̃3 and p̃4.

TABLE 4 Comparison of reconstruction time-consuming for one group of experiments.

Pipes Proposed method Cheng method Doignon method

Time (s) Time (s) Time (s)

̃p1 1.001× 10−3 1.936 1.900

̃p2 9.978× 10−4 2.241 2.011

̃p3 1.989× 10−3 1.986 2.094

̃p4 1.070× 10−3 1.996 2.878

Time-consuming (s) 1.264× 10−3 2.040 2.221

FIGURE 11
Comparison of experimental results among all groups.

model [25]. Then, we use the proposed method to achieve 3D
reconstruction of four pipes p1, p2, p3 and p4. The final experimental
results are shown in Figure 5. Figure 5 displays the 3D pipes

reconstructed using the proposed method, as well as the true
3D pipes generated using simulated data. It can be seen that the
reconstructed 3D pipes completely overlap with the true 3D pipes.
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FIGURE 12
Collected CDSP images and their reconstruction effects. (A) the
collected CDSP images, (B) the 3D reconstruction effect of CDSP.

In order to consider the impact of radius measurement
errors on reconstruction, we set the radius measurement errors
to ±0.02mm, ±0.05mm, and ±0.10mm respectively, and then
conducted experiments with radius measurement values containing
errors. After completing the reconstruction, we calculated the RMSE
using Equation 17, and the calculation results are shown in Table 1.
It can be seen from the table that when the radius measurement
errors are ±0.02mm, ±0.05mm, and ±0.10mm, the average RMSEs
are 0.944mm, 2.361mm, and 4.721mm, respectively. As the radius
measurement error increases, the accuracy of reconstruction
gradually decreases.

In addition, in order to approach the actual experimental
conditionsmore closely,we addgaussian randomnoisewith ameanof
0andanoise levelof0.1 to thecontour featurepoints, and thenconduct
a comparison experiment in terms of accuracy and speed using the
Doignon [19] method, the Cheng [20] method, and the proposed
method respectively. In the accuracy comparison experiment, each
method was tested 10 times and the RMSE was calculated using
Equation 17. The calculation results are shown in Figure 6. Figure 6
displays the RMSE for 10 reconstructions of each pipe using three
different methods, as well as the average RMSE over the 10 times.The
average RMSE for reconstructing the four pipes using the proposed
method is 0.013mm, while the average RMSE for the Doignon [19]
method is0.057mm,andtheaverageRMSEfor theCheng[20]method
is 0.033 mm.Comparedwith the other twomethods, the RMSE of the
proposedmethod is the lowest, which also indicates that the proposed
method is less sensitive to noise.This is because the proposedmethod
adopts simple straight line fitting model, which has low sensitivity to
noise. The Cheng [20] method affects the matching accuracy of the
coupled point pairs due to noise, which in turn affects the accuracy
of the reconstruction results. The Doignon [19] method uses curve
model for fitting, and its parameter estimation is easily affected by
noise,whichinturnaffects theaccuracyofposeparameters.Compared
with the other two methods, the proposed method is faster and less
sensitive to noise. In terms of applicability, Cheng [20] method can
achieve 3D reconstruction of constant-diameter pipelines, while the

proposed method and Doignon [19] method are only applicable to
3D reconstruction of constant-diameter straight pipelines. This is a
potential drawback of the method proposed in this article and also an
area for improvement in our future work.

Afterwards, we calculate the time taken by the three methods to
complete the reconstruction of pipes p1, p2, p3 and p4 respectively,
and the results are shown in Table 2. Table 2 displays the time taken
to complete the reconstruction of each pipe with three methods
separately, and take the average of the time taken to reconstruct four
pipes as the time-consuming of eachmethod.The time-consuming of
theproposedmethod is 9.984× 10−4s,while theDoignon[19]method
and Cheng [20] method are 2.451s and 2.367s respectively.The time-
consuming for reconstructing each pipe by the proposed method is
less than that of the other two methods, and there is a significant
increase in reconstruction speed. This is because the straight line
fitting used in the proposed method is mainly based on solving linear
equations, and the computational complexity is relatively small. The
Doignon [19] method uses curve fitting with equations containing
multiple coefficients, and the solving process involves nonlinear
operations. The Cheng [20] method requires finding the coupled
point pairs for each cross section circle, making the reconstruction
process cumbersome.Through the comparison of accuracy and speed
experiments, we have verified the correctness of the proposedmethod
and can achieve rapid 3D reconstruction of CDSP.

To test the noise resistance of the proposed method in this
article, we added Gaussian noise with an average value of 0 and a
standard deviation range of 0 to 3 pixel (step size of 0.2 pixel) to the
feature point coordinates of the synthesized image, and conducted
10 independent experiments for each noise level. Calculate the
RMSE for different noise levels after completing the reconstruction.
The RMSE for each noise level is shown in Figure 7. As can
be seen from Figure 7, the accuracy gradually decreases with the
increase of noise level, and it has a linear relationship with the noise
level. When the accuracy requirement reaches 0.2mm, 1.5 pixel of
noise can be tolerated. When the accuracy requirement reaches
0.4mm, 3 pixel of noise can be tolerated.

4.2 Real experiment

The above simulation experiment has verified the correctness of
the proposed method. In order to further verify the feasibility of the
proposed method, this section will conduct real experiment based on
real data. The camera used in the experiment is Daheng MER-503-
23 GM-P camerawith resolution of 2448× 2048 pixels, equippedwith
HN-P-1628-6M-C2/3 lenswith focal length of 16mm.We set up a real
experimental scene that is consistent with the scene of simulation
experiment as shown in Figure 8A. When the CDSP is placed at
two different positions in the scene, they are denoted as ̃p1 and ̃p3
respectively. By translating ̃p1 and ̃p3 separately, we obtain ̃p2 and ̃p4.
Since there is no true value in the real experiment, we use the distance
of pipe translation as the true distance d in Equation 17. Measured by
a vernier caliperwith an accuracy of 0.02mm, the diameter and length
of CDSP are 16mmand 300mmrespectively, the distance between the
two support columns of ̃p1 and ̃p2 is 112.67mm, the distance between
the two support columns of ̃p3 and ̃p4 is 112.68mm, and the diameter
of the support column is 12.68mm. Based on this, we can calculate
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that the translation distances for pipes ̃p1 and ̃p3 are 99.99mm and
100.00mm respectively.

Based on the scene of the above real experiment, we first calibrate
the camera used in the experiment. The calibration parameters
obtained using the method in the camera calibration module
are shown in Table 3.

Then, we collect images of ̃p1, ̃p2, ̃p3 and ̃p4 respectively, and the
collected images are shown in Figure 8B. After feature extraction
from the collected images using the method in the contours
extraction module, the contour lines of ̃p1, ̃p2, ̃p3 and ̃p4 in the
image are obtained. Subsequently, taking the obtained contour lines
as input, the pose of each pipe axis is calculated using the method
in the pipeline 3D reconstruction module. The contour lines and
projected axes are shown in Figure 8C. Finally, the reconstructed 3D
effects of ̃p1, ̃p2, ̃p3 and ̃p4 based on the collected images are shown
in Figure 9. Figure 9 displays the reconstructed 3D pipes and their
axes from the above images.

In addition, based on the scene of the above real experiment,
we collect five groups of images for ̃p1 and ̃p2, and another five
groups of images for ̃p3 and ̃p4. Afterwards, we use the proposed
method, the Doignon [19] method, and Cheng [20] method to
perform 3D reconstruction on these 10 groups of images. The
reconstruction error results of one group of ̃p1, ̃p2 and one group
of ̃p3, ̃p4 are shown in Figure 10. In Figure 10, the x-axis represents
the point number, and the y-axis represents the error of each
point. Figure 10A displays the distance deviation of each point on
the reconstructed axis of ̃p1 to the reconstructed axis of ̃p2, and
Figure 10B displays the distance deviation of each point on the
reconstructed axis of ̃p3 to the reconstructed axis of ̃p4. Meanwhile,
the reconstruction time-consuming for the set of ̃p1, ̃p2 and the set
of ̃p3, ̃p4 are shown in Table 4.

After completing the 3D reconstruction of 10 groups of images
using three different methods, we calculate the RMSE of each
group using Equation 17. Meanwhile, we calculate the time taken
to complete the reconstruction for each pipe and used the average
of the time taken to complete the reconstruction for the two pipes
as the time-consuming for each group of experiments. In the
experimental results shown in Figure 11, the x-axis represents the
group number, and the y-axis shows the RMSE of the reconstructed
pipe for each group and the average time-consuming to complete
the pipe reconstruction for each group. The average RMSE for the
10 groups using the proposed method is 0.165mm, and the average
time-consuming is 1.917× 10−3s.The average RMSE of the Doignon
[19] method is 0.314mm, with the average time-consuming of
2.034s. The average RMSE of the Cheng [20] method is 0.180mm,
with the average time-consuming of 2.071s. The accuracy of the
proposed method is similar to Cheng [20] method and slightly
higher than Doignon [19] method, and the time-consuming of the
proposed method is the least. In the real experiment, the three-
dimensional reconstruction accuracy of the pipe axis is affected by
many factors such as camera calibration accuracy, lens distortion,
edge contour extraction accuracy, image noise, etc., resulting in
the improvement of accuracy is not as obvious as that of the
simulation experiment. The obvious advantage of the proposed
method compared to the three methods is the improvement in
speed. The comparison results of accuracy and speed are consistent
with the simulation experiment, proving that proposed method can
effectively achieve rapid 3D reconstruction of CDSP.

To discuss the robustness of the proposed method under
different lighting conditions and backgrounds, we collected CDSP
images under different lighting conditions and backgrounds for
experiments. For more complex scenes, we use manual filtering
to extract contour features, and then use the proposed method
for reconstruction. The collected images and their reconstructed
effects are shown in Figure 12. Figure 12A shows the collected CDSP
images, and Figure 12B shows the 3D reconstruction effect of CDSP.
From the experimental results, it can be seen that the method
proposed in this paper can effectively achieve 3D reconstruction
of CDSP under different lighting conditions and backgrounds,
provided that the contour features can be accurately extracted.

5 Conclusion

This paper proposes a rapid 3D reconstructionmethod of CDSP
based on the single-view perspective projection imaging model to
address the inefficiency of 3D pipeline reconstruction in tasks such
as positioning and navigation for pipeline inspection drones and
pipeline surface defect detection. This method first establishes a
single-view perspective projection imaging model of CDSP, and
under the premise of known radius, the geometric constraints of
this model provide a direct method to solve the 3D pose of the
CDSP axis. Subsequently, the results of the simulation experiment
indicate that the reconstructed pipeline overlaps with the simulated
pipeline, and under low noise conditions in the simulated images,
the proposed method achieves an average reconstruction accuracy
of 0.013mm, with an average time-consuming of 9.984× 10−4s. The
results of the real experiment show that the average reconstruction
accuracy of the proposed method is 0.165mm, with an average
time-consuming of 1.917× 10−3s. While the accuracy is similar
to traditional methods, the speed is improved by 99.907%,
demonstrating that this method can effectively achieve rapid 3D
reconstruction of CDSP, and has application value in tasks such
as positioning and navigation for pipeline inspection drones and
pipeline surface defect detection.
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