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Low-carbon optimal scheduling
for distribution networks under
supply and demand uncertainty

Yu Nan*, Zhi Li, Xin Gao and Xiaoshi Kou

Henan Kaifeng Power Supply Company, Kaifeng, Henan, China

This paper presents a low-carbon optimal scheduling model for distribution
networks with wind and photovoltaic (PV), accounting for supply and demand
uncertainties. The model optimizes thermal generation costs, wind and PV
maintenance costs, and carbon emissions using a chance-constrained approach
with fuzzy variables. The clear equivalent class method simplifies these
constraints for easier problem-solving. Validation on the IEEE-30 node system
shows the model reduces costs by 32.9% and carbon emissions by 19.2%
compared to traditional scheduling, effectively lowering both costs and the
carbon footprint. This real-world optimization approach tackles uncertainty in
renewable energy supply and improves system efficiency and sustainability.
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1 Introduction

With the introduction of the ‘dual carbon’ targets and the growing energy demand, low-
carbon scheduling has become a key focus in power systems research [1]. The increasing
integration of renewable energy, especially wind and solar, presents both opportunities and
challenges for low-carbon dispatch in distribution networks [2]. Exploring strategies that
incorporate wind and solar power can improve renewable energy utilization [3], reduce
carbon emissions, and enhance the safety, efficiency, and sustainability of power systems,
supporting the achievement of the “dual carbon” goals [4].

Current research on low-carbon optimization scheduling for distribution networks
includes efforts both domestically and internationally [5]. Early work introduced the carbon
flow theory, which links power generation emissions to load-side consumption, highlighting
the impact of load patterns on low-carbon scheduling [6]. Studies have developed methods
for calculating carbon flow and node carbon potential, incorporating these constraints to
reduce emissions from renewable energy stations [7, 8]. Other research has quantified the
carbon intensity of high-penetration wind systems and proposed models for low-carbon
grid transformation using carbon flow theory [9, 10]. Further developments have integrated
low-carbon demand response and carbon flow to enhance carbon mitigation potential
[11], and some models consider carbon tax costs on both supply and demand sides to
increase renewable energy penetration [12, 13]. In addition, big data analytics has been
applied to analyze energy consumption and carbon emissions, aiding in the optimization
of low-carbon scheduling [14].

As the share of wind and solar power increases, the uncertainties in both supply and
demand present new challenges for low-carbon optimization in distribution networks. To
address these issues, this article focuses on integrated optimization of renewable energy
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output, demand response, and the carbon trading mechanism. It
proposes a low-carbon scheduling model for distribution networks
that considers uncertainties on both the supply and demand sides.
The model optimizes thermal generation costs, wind and solar
operation and maintenance costs, and carbon emission costs, using
fuzzy chance constraint methods to handle uncertainties in wind
power, PV output, and load demand. The effectiveness of the
approach is validated through simulations based on the IEEE-30
node system.

2 Implementation technology for
low-carbon optimal dispatching
strategy in distribution networks
accounting

2.1 Determination of objective function

We take into consideration the power generation costs
associated with thermal power units, the operational and
maintenance expenses of wind and solar power generation, as well
as the carbon emission costs. Consequently, the objective function
is defined as follows:

min C = C1 +C2 +C3 (1)

where C1 represents the generation cost of thermal power units; C2
represents the operation and maintenance costs of wind and solar
power generation; C3 represents the cost of carbon emissions.

The calculation formula for the generation cost C1 of thermal
power units is as follows:

C1 =
T

∑
t=1

NG

∑
j=1

aj(P
t
G,j)

2
+ bjP

t
G,j + cj +

T

∑
t=1

NG

∑
j=1

Stju
t
j (1− u

t−1
j ) (2)

where aj, bj, and cj respectively represent the coal consumption
coefficient of the corresponding thermal power unit; Stj represents
the start stop cost of the thermal power unit at that time.

The calculation formula for the operation and maintenance cost
C2 of wind and solar power generation is as follows:

C2 =
T

∑
t=1
[500( ̃PtW − P

t
W) + 500( ̃P

t
V − P

t
V)] (3)

To effectively manage and control the carbon emissions of the
system, the carbon emission cost is stratified into three distinct levels
based on the volume of emissions. The formula for calculating the
carbon emission cost C3 is outlined as follows:

C3 =
{{{
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(4)

where ω represents the carbon trading price; drepresents the length
of the carbon emission interval; τrepresents the growth rate. Mt

L =
∑NG

j=1εjP
t
G,jΔT represents the total carbon emission quota of the

system (εj is the allocation coefficient t/(MW ⋅ h) for unit electricity
emissions; ΔT represents the emission cycle). Mt

P = ∑
NG
j=1λjP

t
G,jΔT

represents the total carbon emissions of the system within one

cycle (λj represents the carbon emission intensity of thermal power
unit j). When C3 < 0,it indicates that the system has a surplus
of carbon emission allowances greater than zero. These carbon
emission allowances can be traded in the market at the base carbon
price, and the system can obtain corresponding resource revenue
from these transactions.

2.2 Determination of constraints

When integrating a wind-solar complementary power system
into the grid, the system’s power balance is governed by an
equation, and the rotating reserve balance is constrained by an
inequality, as follows:

PtL − P
t
W − P

t
V + P

t
Sc − P

t
Sd −

N

∑
j=1
 PtG,j = 0 (5)

PtL − P
t
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t
V + P

t
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t
Sd −

N

∑
j=1
 PtG,j ≤ 0 (6)

where PtL represents the load value at time t; PtW represents the wind
power output value integrated into the grid at time t; PtV represents
the photovoltaic output value integrated into the power grid at time
t; PtG,j represents the output value of the thermal power unit at time
t; PtSc represents the charging capacity of the energy storage device
at time t; PtSd represents the discharge capacity of the energy storage
device at time t.

Due to the presence of uncertain variables, the system’s power
balance equation and the rotating reserve inequality cannot be
expressed deterministically. Therefore, it is necessary to account
for system uncertainties in the day-ahead scheduling. In this
article, we address these uncertainties by introducing wind power
uncertainty parameter PtW, photovoltaic uncertainty parameter PtV,
and load uncertainty parameter PtL. Equation 5 and Equation 6
are reformulated as power balance constraints with a specified
reliability level, ensuring the probability ofmeeting these constraints
is above a certain threshold. The set of uncertainty factors is
established as follows:

minPr{ ̃P
t
L − ̃P

t
W − ̃P

t
V −
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j=1
 Ptj − P

t
Sd = 0} ≥ α (7)

minPr{ ̃P
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t
W − ̃P

t
V −

M

∑
j=1
 Pmax

j − P
t
Sd ≤ 0} ≥ α (8)

where Pr {⋅} represents the credibility of the event. From
Equation 7 and Equation 8, it is evident that during the optimization
process, the output of thermal power generation serves as a
backup to address the uncertainties associated with wind and
solar power generation outputs, as well as load power. This ensures
that the probability of maintaining supply-demand balance in the
system remains at a normal level. In comparison to deterministic
constraints, system uncertainty chance constraint account for
uncertain factors. Furthermore, by incorporating backup power
into the output of thermal power units, the need for separately
setting backup power is eliminated.

The low-carbon optimization scheduling model for distribution
networks encompasses various complex constraints, including
power balance, limitations on wind and solar power generation
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FIGURE 1
IEEE-30 node system.

TABLE 1 Thermal generator data.

Setj 1 2 3 4

Pmin
G,j 26 60 45 36

Pmax
G,j 138 120 105 90

Ton
j 8 7 6 4

Toff
j 8 7 6 4

aj/10 1.02 1.21 2.17 3.42

bj 0.277 0.288 0.29 0.292

cj 9.2 8.8 7.2 5.2

Stj 25.6 22.3 16.2 12.3

εj 0.877 0.877 0.877 0.877

λj 0.94 0.94 0.94 0.94

TABLE 2 Energy storage unit parameter.

Parameter name Numerical value

Capacity MW ⋅ h 162

Maximum charging and discharging power MW 30

SOC upper limit 0.9

SOC lower limit 0.2

Self discharge rate 0.01

Energy storage charging and discharging efficiency 0.95

outputs, operational characteristics of thermal power units, energy
storage system capacity, and rotational reserve requirements. The
detailed expression of these constraints is as follows:

1) Power balance constraint

(2− 2α) ⁢ [PtL2 − P
t
W2 − P

t
V2] + (2α− 1)

⁢ [PtL3 − P
t
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t
V1] + P

t
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t
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NG

∑
j=1

utj ⁢P
t
G,j = 0 (9)

2) Constraints on the output of wind and solar power generation
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{{{
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t
V ≤ P

t
L − P

min
G

(10)

where Pmax
W is the upper limit of wind power output; Pmax

V is the
upper limit of photovoltaic output, and Pmin

G is the lower limit of total
output of thermal power units.

3) Constraints pertaining to traditional thermal power units
(i) The output constraints of the unit are as follows:
(ii) The climbing constraints for the crew are as follows:
(iii) The constraint regarding the minimum start-stop time for

the unit is as follows:

Pmin
G,j ≤ P

t
G,j ≤ P

max
G,j (11)

In the formula, Pmax
G,j and Pmin

G,j respectively represent the
maximum and minimum output values of the thermal power unit.

−rdj Δt ≤ P
t
G,j − P

t−1
G,j ≤ r

u
j Δt (12)

where ruj and rdj respectively denote the upper and lower bounds
of the rate of change when the output of the thermal power unit is
increased or decreased.

{
{
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j +T

off
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(13)

where utj represent the binary variable indicating the start-stop
state of the jth unit at time t. If utj = 1, it indicates that the unit
is operational; if utj = 0, it signifies that the unit is shut down.
The variable Tt−1

j denotes the continuous operation or shutdown
time of the jth unit up to time t− 1. Ton

j represents the minimum
continuous startup time required for the jth unit, while Toff

j signifies
the minimum continuous shutdown time for the same unit.

4) Energy storage constraint

The calculation formula for the capacity Et of the energy storage
system is as follows:

Et = Et−1 (1− θi) +(u
t
Scφ

t
ScP

t
Sc − u

t
Sd

PtSd
φtSd
)Δt (14)

where θi represents the self loss rate; φtSc. and φtSd respectively
represent the charging and discharging efficiency of the energy
storage system at a given time; utSc and utSd respectively represent
the charging and discharging states at time; PtSc and PtSd represent
the charging and discharging power of the energy storage system at
each moment.
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FIGURE 2
Load, wind, and PV forecast curves.

TABLE 3 Uncertain parameter.

Uncertain parameters w1 w2 w3

Wind power output wW 0.6 1 1.4

Photovoltaic output wV 0.5 1 1.5

Load wL 0.9 1 1.1

The energy storage constraints are as follows:

{{{
{{{
{

utSc + u
t
Sd ≤ 1

Emin
t ≤ Et ≤ E

max
t

ET
t = E

1
t

(15)

where Emin
t and Emax

t represent the upper and lower limits of capacity,
respectively.

Furthermore, its charging and discharging power must also
adhere to the following constraints:

{
0 ≤ PtSc ≤ u

t
ScPSc,max

0 ≤ PtSd ≤ u
t
SdPSd,max

(16)

where PSc,max and PSd,max respectively represent the maximum
charging and discharging power of the energy storage system.

5) Rotation backup constraint

(2− 2α) ⁢ [PtL2 − P
t
W2 − P

t
V2] + (2α− 1)

⁢ [PtL3 − P
t
W1 − P

t
V1] + P

t
Sc − P

t
Sd −

NG

∑
j=1

utj ⁢P
max
G,j ≤ 0 (17)

2.3 Model solving

Managing chance constraints is a crucial aspect of solving
fuzzy chance-constrained programming. We utilizes fuzzy
chance-constrained programming and equivalent class processing
techniques to address these constraints. Fuzzy chance-constrained
programming is commonly used to tackle uncertain optimization
problems. It sets a confidence level that determines how constraints
are satisfied. This method not only handles randomness but
also manages uncertainties from fuzziness, considering both the
feasibility and optimality of solutions, particularly in complex
systems with multiple interacting fuzzy parameters. The clear
equivalence class method transforms fuzzy constraints into
deterministic conditions, simplifying the solution process. This
approach converts the original problem into an equivalent one
with high confidence by analyzing the membership functions
of fuzzy variables. It reduces the impact of fuzziness on model
accuracy, enhances computational efficiency, and ensures solution
stability. Since security is essential for system operation, establishing
a reasonable reliability level is imperative. When the reliability
level α is greater than or equal to 0.5, the clear equivalence
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FIGURE 3
Scheduling optimization results for different seasons.

TABLE 4 Scheduling data for different models.

Model Carbon emission
level (ton)

Comprehensive
expenses (Ten
thousand yuan)

1 11070.0 112.78

2 9244.0 77.72

3 8944.8 75.66

class of the chance constraint Pr{g(x,ξ) ≤ 0} ≥ α is expressed
as follows:

(2− 2α)∑t
k=1
(zk3 ⁢h
+
k ⁢ (x) − zk2 ⁢h

−
k ⁢ (x))

+ (2α− 1)∑t
k=1
(zk4 ⁢h
+
k ⁢ (x) − zk1 ⁢h

−
k ⁢ (x)) + h0 ⁢ (x) ≤ 0 (18)

In the formula, h+k (x) and h−k (x) represent the two assumed
functions; h0(x) is a component of function g(x,ξ); zk1 ∼
zk4 (k = 1,2,…,n, n ∈ R) represents the attribution parameter.

The expression for the trapezoidal uncertainty parameter ̃P
is as follows:

̃P = (z1,z2,z3,z4) = Ppre (w1,w2,w3,w4) (19)

where Ppre represents the predicted value; z1 ∼ z4 represents
the attribution parameters of wind and solar power generation

and load in each cycle; w1 ∼ w4 represents the proportionality
coefficient, determined based on the historical values of uncertainty
parameters.

Based on the aforementioned analysis, the system model is
formulated as follows:

{{{{{{
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where PtWpre represents the predicted value of wind power output;
PtVpre represents the predicted value of photovoltaic output; PtLpre
represents the load forecast value.

The explicit equivalent class representation of power balance
is as follows:

(2− 2α) ⁢ [PtL2 − P
t
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t
V2] + (2α− 1)

⁢ [PtL3 − P
t
W1 − P

t
V1] + P
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NG

∑
j=1

utj ⁢P
t
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The clear equivalence class representation for rotation backup
is as follows:

(2− 2α) ⁢ [PtL2 − P
t
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t
V2] + (2α− 1)

⁢ [PtL3 − P
t
W1 − P

t
V1] + P
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FIGURE 4
System scheduling results of different reliability levels.

FIGURE 5
Combined costs and carbon emissions under different permeability.

3 Results

3.1 Parameter settings

To assess the feasibility and efficacy of the proposed model,
a case study was carried out utilizing the IEEE-30 node system,
whose diagram is depicted in Figure 1. Initially, the IEEE-30 node
system comprised six thermal power generators; however, two of
these have been substituted with wind and photovoltaic power
generation facilities. Consequently, the system now encompasses
four thermal power generators and a hybrid wind-solar power
generation system. The node system illustrated in Figure 1 features
four thermal power generation units that simulate grid power.
The detailed parameters for these units are presented in Table 1.
Optimized scheduling calculations are performed in conjunction

with wind and photovoltaic power. Furthermore, the system is
equipped with wind turbines with a cumulative capacity of 75 MW
and photovoltaic turbines with a total capacity of 150.3 MW. The
energy storage system boasts a total capacity of 162 MW• h and a
maximum charging power of 30 MW. The specific parameters for
the energy storage system are outlined in Table 2. To enhance the
representativeness of the scheduling prediction, data from 1 day in
each of the four seasons was chosen for optimization. The load,
wind power, and photovoltaic power were forecasted utilizing the
methodologies outlined in references [15, 16] The outcomes are
depicted in Figure 2, which showcases the predictions for 1 day in
spring, summer, autumn, andwinter, respectively. Prior to executing
the solving program, the initial carbon emission trading price is
established at ω = 50 yuan/ton, and the carbon emission range
is set to d = 100 tons. With each increment in the first tier, the
carbon emission trading price rises by 25% of the base price.
Furthermore, the baseline emission coefficient of the system is
designated as 0.75.

3.2 Analysis of case results

In order to quantitatively assess the capacity of a specific
region’s power system to integrate wind and solar power
generation during time period t, we define the wind power
penetration rate ptW =

PtW
PtL
× 100 and photovoltaic penetration rate

ptV =
PtV
PtL
× 100. The uncertainty parameters pertaining to wind

power output, photovoltaic output, and load are established as
presented in Table 3.

The system scheduling optimization results for different seasons
are shown in Figure 3. In spring (Figure 2A), wind power remains
stable throughout the day, compensating for the lack of photovoltaic
(PV) generation at night. At night, the system primarily relies on
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wind and thermal power, with energy storage absorbing excess
wind power. During the day, wind, PV, and thermal power are
used together, reducing thermal output to maximize renewable
energy penetration (59.38%). Energy storage absorbs surplus
electricity when generation exceeds demand, while thermal power
compensates for forecast inaccuracies. In summer (Figure 3B), the
system fully absorbs wind and solar power. Due to increased load,
thermal power output rises to meet demand, achieving a 32.01%
penetration rate. When wind and solar, along with storage, cannot
meet the load, all four thermal units may be activated. Excess
power is stored and released as needed. In autumn (Figure 3C),
wind power is sometimes unavailable, and the load is met by
PV and thermal power, with a maximum renewable penetration
of 30.16%. Even without wind, PV and thermal can meet grid
demand, with energy storage helping to reduce emissions and
costs. In winter (Figure 3D), shorter sunshine hours reduce PV
output, and wind power compensates, achieving a peak penetration
rate of 51.14%. In summary, wind power is higher in spring and
winter, while summer has more PV generation due to longer
daylight hours. Load demand varies seasonally, with summer
requiring more thermal power to meet air conditioning loads
during peak hours.

Seasonal differences in wind and photovoltaic (PV) power
output affect the operating hours and frequency of traditional
thermal power units. This impacts carbon emissions and,
consequently, carbon trading costs. For instance, during seasons
with high wind output, thermal units operate less, reducing
carbon costs. In contrast, when wind output is low, thermal
units run more, leading to higher emissions and carbon trading
costs. Seasonal carbon cost variation is critical to the economic
viability of system optimization. Additionally, during seasons
with abundant wind and solar power, limited system flexibility
or energy storage capacity may lead to curtailment, affecting
system economics. The simulation confirms the model’s feasibility.
Building on this, uncertainty chance constraints and carbon trading
mechanisms are integrated into three scheduling models for
comparison.

Model 1: A deterministic power balance model is used to
handle wind, solar, and load uncertainties, with reserve capacities
of 20% for wind and solar and 10% for load forecasting. A
stepped carbon trading fee is included. Model 2: An uncertainty
chance constraint model focuses on minimizing operating costs
without considering carbon trading costs. Model 3: Similar to
Model 2 but includes a stepped carbon trading fee and sets the
reliability level at 0.9.

Table 4 shows Model 3 as the most effective, reducing total
costs by 32.9% and carbon emissions by 19.2% compared to Model
1, and further lowering costs and emissions by 2.65% and 3.2%
compared to Model 2. The wind-solar complementary scheduling
model with uncertainty constraints minimizes system costs and
emissions, aligning with China’s environmental policies. Figure 4
illustrates the system’s scheduling results under different reliability
levels, using spring data.

As illustrated in Figure 4, the system’s backup capacity is
intimately linked to its reliability level. A decrease in the reliability
level reveals frequent charging and discharging of the energy storage
device, accompanied by a reduction in the system’s rotational
backup.Thebackup capacity of the system serves as an extra capacity

to ensure its safety, safeguarding against any adverse effects caused
by decreases in wind and solar power generation output or load
growth. Configuring the backup capacity necessitates a thorough
consideration of the system’s reliability requirements and operating
costs, making it imperative to establish a reasonable reliability level.
Enhancing the system’s backup capacity can elevate its reliability
level and bolster its security.However, froman economic standpoint,
augmenting the system’s backup capacity leads to an increase in the
system’s construction cost.Therefore, to strike a balance between the
system’s security and economy during scheduling, it is essential to
choose the appropriate reliability level based on the actual needs of
the system.

Using spring data as a case study, we investigated the influence
of varying penetration rates of wind and solar power generation
on scheduling optimization. The findings of this analysis are
presented in Figure 5. As the penetration rate of wind and solar
power generation diminishes, the reliance on thermal power units
escalates. Furthermore, a decrease in the penetration rate results in
an increase in overall costs. Specifically, when the penetration rate
drops from 42.26% to 25.14%, the overall cost rises by 5%, while
carbon emissions decrease by 5.5%. These findings suggest that the
penetration rate of wind and solar power generation significantly
influences the overall cost and carbon emissions associated with
power generation. Hence, during the scheduling optimization
process, it is imperative to prioritize the utilization of renewable
energy to minimize carbon emissions and align with environmental
standards. The simulation indicate that in comparison to Model
1 referenced in the article, the model proposed in this study has
achieved a 32.9% reduction in comprehensive cost and a 19.2%
decrease in carbon emission levels. Additionally, when compared
to Model 2, Model 3 has further reduced the overall cost by
2.65% and carbon emissions by 3.2%. In conclusion, the grid-
connected schedulingmethod forwind-solar complementary power
generation systems, as proposed in this chapter, demonstrates the
ability to effectively decrease both the overall cost and carbon
emission levels of the system.

4 Conclusion

This paper addresses the challenge of low-carbon scheduling
in grid-connected wind and solar power systems, where supply
and demand uncertainty is a key factor. It employs the fuzzy
chance constraint method to handle this uncertainty and proposes
an optimization scheduling model, leading to the following
conclusions: (1) By using the fuzzy chance constraint method to
represent supply and demand uncertainty, the proposed model
reduces both carbon emissions and overall costs compared to
traditional deterministic scheduling models. (2) The integration of a
tiered carbon trading mechanism, while accounting for supply and
demand uncertainty, further decreases carbon emissions and overall
costs. (3) Although this study does not examine the renewable
energy consumption rate, it acknowledges the potential negative
impact of a low consumption rate on the power system’s overall
economy. Future research could investigate the relationship between
renewable energy consumption and its economic impact to achieve
more comprehensive optimization.
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