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Attitude determination of rotary-wing unmanned aerial vehicles (RUAVs) is
crucial for grasping their motion state and is a necessary condition to ensure
the correct execution of flight missions. With the continuous development and
the constant enhancement of measurement accuracy related to the Global
Navigation Satellite System (GNSS), attitude determination based on GNSS have
become the mainstream high-precision attitude measurement approach. This
paper mainly discusses the relevant theories of using GNSS for RUAV's attitude
determination, and introduces the relevent key aspects that determine attitude
accuracy in the attitude resolution process, such as integer ambiguity fixing,
attitude solution algorithms, and integrated attitude measurement. It especially
elaborates on the challenges that faced to be solved for current RUAVs to use
the GNSS system for real-time and guarded attitude measurement.

satellite navigation, attitude determination, integer ambiguity, Kalman filtering,
navigation interference

1 Introduction

Unmanned Aerial Vehicles (UAVs), characterized by their high controllability, low
production costs, and the separation of human operators from the vehicle, are widely
used across various civilian and military domains. In the civilian sector, UAVs can be
employed for applications such as topographic surveys, disaster detection, power line
inspections, search and rescue operations, target tracking, and the establishment of wireless
networks [1-4]. In the military sphere, their low cost, high mobility, compact size, and
difficulty to detect make them ideal for battlefield reconnaissance, supply transportation,
information confrontation, communication relay, and firepower engagement [5]. Conflicts
such as those in Syria, the Nagorno-Karabakh region, and the Russia-Ukraine war have
seen the emergence of various types of UAVs, including integrated reconnaissance-strike,
surveillance, and suicide attack drones [6-8].

Rotor Unmanned Aerial Vehicles (RUAVs), a type of UAV, are relatively small in size
and rely on the rotation of multiple wing propellers to lift and move. They possess the
capability for vertical takeoff and landing and omnidirectional flight, exhibiting higher
maneuverability and flexibility at a negligible cost compared to fixed-wing UAVs [9]. As
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(E) ®

Classic drone. (A) "Gyroplane No.1". (B) "Oehmichen No.2". (C) "STARMAC-2". (D) “MD4-1000". (E) "Inspire 1". (F) "Phantom 4".

shown in Figure I, the earliest RUAVs appeared in 1907 with
the “Gyroplane No.1” designed by Professors Jacques Breguet and
“Oehmichen No.2”invented by Etienne Oehmichen [10]. With the
advent of the 21st century, the development level of rotor UAVs
has been greatly enhanced by the invention of new controllers and
sensors [11]. Stanford University designed the multi-autonomous
platform control testbed STARMAC, capable of precise flight control
and equipped with some obstacle avoidance capabilities [12, 13].
The German classic multi-rotor UAV, MD4-1000, equipped with
a camera gimbal, can achieve autonomous navigation using image
capture. In recent years, Dajiang UAV has rapidly occupied the
RUAV Market, typical products like the Inspire 1, Mavic 2, and
Phantom 4 can enhance obstacle avoidance capabilities using a
visual processing unit [14].

The flight attitude information of a RUAV is a crucial
parameter for describing its motion state, equally important
as its position and velocity information. Attitude angles can
provide data support for attitude control in the flight control
system, assist the flight control system in making adjustments,
ensuring that the drone maintains balance during flight, which
is crucial for flight safety [15]; In the context of multi-drone
systems or collaborative missions, accurate attitude measurement
is crucial for maintaining formation flight and coordinated
operations [16]; Attitude also helps drones avoid collisions and
obstacles, especially when visual obstacle avoidance systems are
combined with data from attitude sensors. The angular information
obtained from attitude measurements assists the flight control
system in calculating the necessary adjustments for obstacle
avoidance [17]; The heading and attitude information of a UAV,
is also a powerful basis for the UAV to counteract directional
interference [18].

Initially, the attitude determination of the carrier relied on
the Inertial Navigation System (INS), which, as a navigation
system capable of independently outputting positioning and
attitude, has the characteristics of working independently
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without the need for external equipment. It can effectively resist
external interference, offering good autonomy, concealment,
and continuity [19]. However, as the working time of INS
increases, the measurement errors caused by mechanical
devices will accumulate over time, leading to a decrease in
measurement accuracy [20]. High-precision inertial navigation
equipment is usually bulky and costly, making it unsuitable for
small and low-cost RUAVS.

The Global Navigation Satellite System (GNSS), is fully applied
in the fields of navigation, timekeeping, positioning, and attitude
determination due to its all-weather, global, high-precision, and
high-real-time characteristics. It has the advantages of low cost,
small size, low power consumption, short initialization time, and no
error accumulation effect [21]. Small RUAV's widely adopt satellite
navigation to obtain state information such as position, velocity, and
attitude [22]. The carrier phase differential as an observation method
helps to minimize the impact of clock differences and atmospheric
delays under short baselines, and when obtaining the right integer
ambiguity, the phase observation is two orders of magnitude more
accurate than pseudo-range observation, which helps UAVs achieve
high-precision attitude determination [23]. Attitude measurement
uses the changes in the short baseline in different coordinate systems
to obtain the attitude angle, involving a series of key issues such as
the flight integer ambiguity and attitude angle solution algorithm
[24, 25].

The attitude determination of RUAVs is a critical step in
grasping their motion state information and a necessary condition
to ensure their own safety. Therefore, focusing on the UAV attitude
determination based on GNSS, this paper elaborates on the relevant
theories of attitude determination in recent years, concentrating
on key technologies in the attitude determination process, such
as the determination of integer ambiguity and attitude resolution
algorithms. At the same time, it analyzes the security challenges
faced when using GNSS for UAV attitude determination in complex
electromagnetic environments.
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2 Current research status of RUAV
attitude measurement based on GNSS

2.1 Existing GNSS attitude measurement
products

The application of GNSS was initially for precise positioning
and navigation. As the navigation system evolved and the
use of carrier phase differential observation became more
mature, its high-precision measurement capabilities gradually
extended to the field of attitude measurement [26, 27]. In
1978, Coumselma [28] proposed the use of GPS carrier phase
differential measurement for attitude determination, designing
a full link attitude measurement system from the satellite to
the receiver. Hermann [29] tested the software receiver TI-
AGR for attitude measurement, proving that GPS signals can
achieve millimeter-level attitude measurement on long baselines.
Trimble Navigation Limited used a three-antenna two-baseline
attitude determination device on a U.S. Navy cruiser for dynamic
determination experiments, verifying that GPS can provide attitude
information for low-dynamic motion carriers [30]. Entering the
21st century, more mature GNSS-based attitude measurement
systems have emerged abroad, such as the 3DF system by Ashtech
[31], the Tans Vector system by Trimble [32], and the JNSGyro-
2T and JNSGyro-4T systems by Javad [33]; the Beeline system
by NovAtel [34].

Currently, the ZH6000A, developed by Zihang Electronic
Technology, is a three-antenna GNSS full-attitude measurement
and positioning GNSS-INS combined system, capable of precisely
calculating attitude angles with an accuracy of 0.05° (4-meter
baseline); meanwhile, the built-in IMU can perform real-time
high-precision GNSS/INS combined solutions [35]. The SIN-
INS3000 system, developed by Xian Sine Wave Measurement
and Control Technology, utilizes a combination of GNSS and
fiber optic inertial navigation to achieve a roll and pitch accuracy
of 0.02° [36]. The GNSS/INS integrated navigation system,
developed by Airic Co. Inertial Technology, provides continuous
and high-precision information. Employing a dual-antenna GNSS
module in conjunction with an INS system, the system offers
combined attitude determination with roll and pitch accuracies
of 0.01° and 0.004° post-processing, respectively. The heading
accuracy can reach 0.05°, with post-processing accuracy achievable
up to 0.01° [37].

There are also products that use multiple satellite navigation
system signals for attitude measurement, such as the MTi-
G-710 sensor, developed by Xsens [38], aided by INS and
utilizing signals from navigation systems such as GLONASS
and Beidou. It outputs GNSS-enhanced 3D orientation and
is capable of achieving pitch, roll, and yaw angle accuracies
of 0.2° 0.3° and 1.0° respectively. The 3DM-GX5-GNSS/INS
system, developed by MicroStrain Sensing Systems, utilizes
global navigation satellite systems such as GPS and GLONASS
to provide precise 3D attitude determination. By integrating
GNSS data with INS data through an Extended Kalman Filter
and a Complementary Kalman Filter, the system achieves
roll and pitch angle accuracies of 0.25°, with a heading
accuracy of 0.8° [39].
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2.2 Unique aspects of RUAVs attitude
determination

RUAVSs, due to limitations of their own platform, are equipped
with a limited number of receiver antennas, and the baseline
length formed by the antennas is of the short-baseline type,
which is different from the medium to long-baseline issues
present in platforms like vehicles and ships (greater than 1m)
[40]. Attitude determination often benefits from longer baseline
lengths. Therefore, the attitude determination of RUAVs differs from
conventional circumstances, it is conducted under short-baseline
conditions [41]. Besides, the limitation on the number of baselines
due to the size constraints of their own platform is also a special issue
that needs to be considered.

Secondly, during the flight of rotary-wing unmanned aerial
vehicles, especially in swarm operations, when directional changes
are flexible and diverse, and angular velocity changes are rapid,
the refresh rate of satellite navigation measurements is low and
cannot match the high-dynamic angle change requirements of
the RUAVs. Therefore, it is common to combine the attitude
determination with the inertial navigation system. However, due to
the low-cost requirements of the UAVs themselves, the accuracy
of low-cost inertial navigation devices is low, and there is an
accumulation of errors that require correction by the satellite
navigation system [15]. In addition to relying on satellite navigation
signals for determination, it is also necessary to study the fusion data
algorithms in integrated navigation to complement the advantages
of satellite navigation and inertial navigation, thereby improving the
precision of the measurements.

Since UAVss are often in complex electromagnetic environments,
when using satellite navigation for positioning and attitude
determination, the satellite navigation signals are relatively weak when
reaching the ground, generally at —160dBW, and the navigation signal
system is often semi-public. The rotary-wing unmanned aerial vehicle
has a relatively low speed of movement, making it susceptible to
jamming and spoofing interference [42]. At the same time, due to the
load restrictions of rotary-wing UAVs, with limited anti-interference
capabilities without the support of facilities such as null steering
antenna, the accuracy of positioning and attitude determination
results is seriously affected by interference, and the UAV’s own
motion state faces safety issues. For example, during UAV swarm
performances, unknown interference can lead to loss of control of
the swarm [43]; To ensure the normal flight of UAVs in complex
electromagnetic environments and ensure their survivability, it is
necessary to considering the UAV’s anti-interference capabilities,
which is the particularity of RUAV attitude measurement [44].

3 Knowledge of UAV attitude
measurement

Using satellite navigation for attitude measurement, the accuracy
of the attitude angles depends on factors such as observation
quality, antenna configuration, and solving methods [39]. The
attitude determination process using GNSS often involves two
steps: coordinate conversion and baseline solution. Research
is often conducted to improve the accuracy and reliability of
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FIGURE 2
Common RUAV and navigation receiver antenna.
TABLE1 Common description methods for attitude angles.
Description method Features Usage scenarios

Euler Angles
issues

Intuitively reflect the direction angles; have singularity

GNSS measurement systems

Quaternions
intuitive

No singularity issues; have more parameters; not

INS measurement systems

Direction Cosines

Meet orthogonality constraint conditions; complex
construction; large computational load

GNSS measurement systems; INS measurement
systems; Optical Measurement System

attitude calculation [45]. Key points of which integer ambiguity
determination and attitude angle solution attract numerous
researchers to study [46-48].

3.1 Basic principles of attitude
determination

During the flight of an RUAV, the flight control system
continuously receives real-time position and heading information
from sensors such as GNSS receivers and gyroscopes. It then
calculates the yaw distance and heading control quantities based on
remote control commands, causing the aircraft wings to rotate to
varying degrees, thereby steering the UAV in the correct direction
[1]. As shown in Figure 2, attitude determination using satellite
navigation generally involves the relative changes in the positions
of multiple antennas fixed on the carrier in different coordinate
systems. Key points related to the carriers attitude include the
description method of attitude angles, coordinate systems, and the
transformation matrices between coordinate systems.

As shown in Table 1, there are three common ways to describe
attitude angles: Euler angles, quaternions, and direction cosines,
which can be converted from one to another [49, 50]. In UAV
attitude measurement, the Euler angle method is often used, that
is, heading angle, pitch angle, and roll angle, which can intuitively
reflect the attitude information of the carrier.

In addition, attitude measurement often involves three
coordinate systems, as shown in Figure 3, namely the Earth-
centered Earth-fixed coordinate system (ECEF), the local horizontal
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coordinate system (LHCS), and the vehicle coordinate system
(VCS). The ECEF coordinate system, as shown in Figure 3A, rotates
with the Earth and is used to describe the position calculated
according to navigation messages; the local horizontal coordinate
system in Figure 3B, has its origin at the center of the carrier
and describes the coordinates of a point in space relative to a
selected reference point, also known as the East North Up (ENU)
coordinate system; the vehicle coordinate system is fixed on the
carrier and changes with the carrier’s motion and attitude, which
is shown in Figure 3C. The Y -axis generally points in the direction of
the carrier’s heading, the Z-axis points towards the zenith direction,
and the X-axis, together with the X-axis and Z-axis, forms a
right-handed coordinate system.

In Figure 3D, taking a single baseline formed by dual antennas
as an example, antennas u and r fixed on the carrier constuct
a baseline, whose coordinates in VCS are determined when the
antennas are installed, that is x, = [x, », 2]". Their positions
in the LHCS are x,= [x; », z]", and in the ECEE, the positions
arex, =[x, y, 2] By performing coordinate transformations
of this baseline in different coordinate systems, primarily from the
local horizontal coordinate system to the carrier coordinate system,
the attitude angles can be obtained.

A. From ECEF to LHCS:

X —sin a cos 0
x=R .x, o ¥ |=|-cosasinf —sinasinf cosf|-x,
zZ cosawcos B sinacosf  sinf

(1)
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/
“Roll angle ¢

X,

(D)

Coordinate system used for attitude determination. (A) Earth-centered earth-fixed coordinate system. (B) Local coordinate system. (C) Body

coordinate system. (D) Rotation diagram.

where a and f3 are respectively the longitude and latitude of

x,. is the

antenna u in Figure 3D after positioning calculation; x,,

baseline vector composed of antenna u and antenna r, also denoted
as x,.

B. From LHCS to VCS:

The common rotation sequence of the coordinate systems,
according to the right-hand rule, involves rotating the local
horizontal coordinate system successively around the Z-axis by
angle v, around the X-axis by angle 6, and around the Y-axis
by angle ¢, to align with the vehicle coordinate system. vy, 0,
¢, correspond to the heading angle, pitch angle, and roll angle,
respectively, as shown in Figure 3D. The corresponding rotation
matrix is shown in Equation 2:

R} = Ry(¢) - Ry(6) - R, () 2)
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where R,(y), Rx(6), and Ry(¢) are the rotation matrices
for rotations about the Z-axis, X-axis, and Y-axis,
respectively. ~ These rotation matrices can be defined
individually as:
[ o 0 1] 1 0 0
Ry=| cosy siny Of,Ry=|0 cosf sin6 |,
L—-siny cosy O] 0 -—sinf cos@
[cos¢p 0 =—sin¢]
Ry=| 0 1 0 3)
Lsing O cos¢ |
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Schematic diagram of UAV navigation antenna and baseline. (A) Single-antenna. (B) Dual-antenna. (C) Multi-antenna.

Equation4  represents the transformation of the
baseline using Equation 3.
Xb X1
b
xb:Rl-xl<:> Y =Ry Ry Ry,- » 4)
Zp Z

In Equation 3, the attitude angle information is contained in
the rotation matrix. By solving Equation 4, the rotation matrix is
obtained, and then the attitude angle is obtained. At least two
non-collinear baselines are required to solve for the complete
set of angles y, 6, ¢, The more baselines used, the higher
the measurement redundancy, and consequently, the higher the
measurement accuracy.

3.2 GNSS-based observation model

GNSS attitude measurement systems can be categorized
based on the number of antennas deployed into single-antenna
measurement, single-baseline (dual-antenna) measurement, and
multi-baseline measurement [51, 52], as shown in Figure 4.

As shown in Figure 4A, single-antenna attitude measurement
refers to an unmanned aerial vehicle (UAV) equipped with a single
satellite navigation receiver antenna. The single antenna primarily
relies on received signal strength for measurement, which has low
precision. Multi-antenna attitude measurement refers to a UAV
using two or more satellite navigation receiver antennas. Due to
the size constraints of the UAV, the baseline length formed by the
receiving antennas is generally less than 1 meter, belonging to the
short-baseline category, which is different from the medium to long-
baseline types formed by antenna arrangements on vehicles, where
lengths typically range from 1.5 to 2m [40]. The dual antenna
constitutes a single baseline, as depicted in Figure 4B, which can
only obtain limited attitude angle information [41], while three or
more antennas form multiple baselines in Figure 4C. Table 2 lists the
GNSS based attitude determination methods divided by the number
of antennas or baselines, the principles and characteristics of each
method, and typical application scenarios.
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In Table2, it can be observed that while single-antenna
measurement is simple to deploy and has the lowest cost, it relies
on signal strength and thus has low and unreliable accuracy,
especially considering the inherently low power of navigation
signals upon ground reception. Multi-baseline measurement can
provide redundant information and obtain complete attitude angle
data, but it requires a larger number of antennas, leading to
higher hardware costs [53]. For low-cost RUAVs, which already
equipped with gyroscopes and other inertial navigation devices,
dual-antenna systems although not providing complete attitude
angle information, can be integrated with inertial navigation
devices, achieving complete information acquisition while balancing
hardware costs and information retrieval capabilities. Additionally,
dual-antenna systems can implement RTK, enabling precise
positioning of UAV's [54]. Therefore, current RUAV's primarily carry
dual antennas for positioning and attitude determination under
short-baseline conditions.

Regarding the selection of the observation model, since the
precision of carrier phase observation is more than two orders
of magnitude higher than that of pseudo-range observation,
carrier phase differential methods are commonly used for attitude
determination [55]. For the short baseline measurement of UAVs,
the use of carrier phase differential technology can largely eliminate
satellite and receiver clock differences and mitigate the propagation
delays caused by the ionosphere and troposphere.

The carrier observation equation of the receiver for the satellite
is shown in Equation 5

¢l =pl +cdt,—cot' — I, + T, —AN', + €|, (5)
Where ¢’ is the carrier phase observation value of the receiver u
for the satellite i; p!, is the pseudo-range observation value from the
receiver u to the satellite ; 0t,, is the clock error of the receiver u with
cbeing the speed of light; 8¢ is the clock error of the satellite i; I', is the
ionospheric delay along the propagation path; T*, is the tropospheric
delay along the propagation path; N, is the integer ambiguity in
the phase observation, representing the unknown number of whole
cycles; ei, is the sum of all other errors in the observation.

The carrier phase differential method, based on the number
of receivers and observed satellites, as shown in Figure 4, can be
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TABLE 2 GNSS attitude determination model.

Measurement basis

Measurement basis

10.3389/fphy.2025.1487136

Features

Applicable scenarios

Single antenna

Derive the direction and angle of
acceleration from the signal strength

Lower accuracy, simple layout Spacecraft system

Single Baseline

Multiple Antennas
Multiple Baselines

Reflect the change in attitude angle by the
change in the position of the baseline vector

Failed to obtain full attitude angle Small-sized aircraft

Measure complete attitude angles Large-sized aircraft

divided into single difference (SD), double difference (DD), and
triple difference (TD), which can eliminate satellite clock differences,
receiver clock differences, and integer ambiguities [56, 57].

In the three differential observation schematics shown in
Figure 5, SD involves taking the difference between measurements
of the same satellite by two receivers at the same observation
time [58]. DD makes difference between two receivers for
single difference observation of different satellites; TD involves
differencing the double differences at two different times. Table 3
shows mathematical model of the common differential methods,
which illustrates the observation equations, main error terms,
ambiguities, and differential observation noise corresponding to the
three types of differential methods [21].

Where, ¢ represents the difference between the carrier phase
measurements of receiver u to satellite i and receiver r to satellite i; pf”
represents the difference between the pseudo-range measurements
of receiver u to satellite i and receiver r to satellite i; t,, represents

FM?‘
represents the difference in ionospheric errors between receiver u

the difference in clock biases between receiver u and receiver r;
and receiver r receiving signals from satellite i; T, represents the
difference in tropospheric errors between receiver u and receiver
r receiving signals from satellite i; N, represents the difference in
integer ambiguities between receiver u and receiver r relative to
satellite i, and &/, represents the difference in observation noise
between receiver u and receiver r relative to satellite i <pZ,, pZ,,
I, T, N, € represent the differences in single-differences of
the corresponding observations from receiver u and receiver r
AT o> Deiry
represent the differences in double-differences of the corresponding

relative to satellite i and satellite j; A(pzm, Apzm, Al Z,,n,

observations from receiver u and receiver r relative to satellite i and
satellite j at the n + 1-th epoch and the n-th epoch.

From Table 3, it can be observed that SD completely eliminates
satellite clock errors and approximately eliminates ionospheric and
tropospheric delays when the two receivers are in close proximity.
However, after single-differencing, receiver clock biases dt,,, integer
ambiguities N’ , and phase observation noise ¢, still persist, even
increasing to the original ¢/, V2 times. DD further eliminates receiver
clock errors and reduces ionospheric and tropospheric delays, but
integer ambiguities still exist, and the phase observation noise is
doubled. TD not only eliminates satellite and receiver clock errors
but also the integer ambiguities, but the phase observation noise is
increased to the original ¢/, 2V/2 times.

As it is shown, although each time of differencing can further
reduce the clock bias and other errors, the root mean square of
the measurement noise will also increase to the V2 times the
original, which is about 0.05 of the carrier for L1, that is, 1 cm [21].
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Therefore double difference measurements are the most common
observation method. Because it can both reduce certain errors and
avoid excessively large measurement variance, and only needs to
solve for the carrier integer ambiguity.

3.3 Analysis of influence factors of attitude
determination

Based on the content of the previous two sections, attitude
determination using satellite navigation involves coordinate
transformations and the solution of navigation signal observations.
From Equations 1, 4, it can be seen that to solve for the attitude
angles, the essence is to solve for the baseline vector. Since the
UAV’s receiving antennas form a short baseline, the ionospheric
delay errors and tropospheric delay errors have already been
differentially eliminated in the single-difference process. The
observation equations shown in Table 3 are then converted to be
represented by the baseline vector, as shown in Table 4.

Where I, indicates the observation direction of the receiver
r to the satellite i; I], indicates the observation direction of the
receiver r to the satellite j; AI, indicates the difference between the
direction of observation of satellite i by receiver u at n-th epoch and
the direction of observation at n + 1-th epoch; and AI],,,, indicates
the difference between the direction of observation of satellite j
by receiver u at n-th epoch and the direction of observation at
n+ 1-th epoch.

In the attitude determination of RUAVs, as discussed in
the previous sections, attitude solutions can be divided into
observation solutions and coordinate solutions. When using carrier
phase observations for solving, the choice of observation method
will affect the factors influencing the baseline vector solution
process differently. SD observations are affected by receiver clock
biases, integer ambiguities, and observation noise; DD observations
are affected by integer ambiguities and observation noise; TD
observations are only affected by observation noise. Receiver clock
biases can cause phase misalignment, integer ambiguities can lead
to errors in the distance measurement between the receiver and
the satellite, directly affecting the reliability of the baseline vector;
observation noise affects the accuracy of the baseline vector.

In coordinate calculation, it can be observed that the coordinate
transformation in Equation 1 requires the longitude and latitude
obtained from the receiver’s positioning solution, meaning that
the accuracy of positioning affects the accuracy of the baseline
coordinate transformation. Additionally, in Table 4, the direction of
the receiver’s observations to the satellites also affects the accuracy
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Satellite i Satellite i
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Receiver u Receiver r Receiver u Receiver r
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Satellite i
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e

Satellite i

\ / Satellite j
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t

n

\
\j
B B

Receiver u Receiver r

©)

FIGURE 5
Schematic diagram of three differential observations. (A) Single difference observation. (B) Double difference observation. (C) Triple difference
observation.

TABLE 3 Common differential methods.

Differential observation Equation Ambiguity N; Observation noise
Single differenced ¢l =p +cdt, —L, +T AN +ée, o, v ‘/EUW
Double differenced rp;j, = pf{r - Ig, + Tij, - )LNZ, + sf{, - v 20,
Triple difference A‘pgr.n = APZr,,, - AIZ,,,, + AT,.{,),, + AEZ,,,, - - 2\/5%

Frontiers in Physics 08 frontiersin.org


https://doi.org/10.3389/fphy.2025.1487136
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org

Zeng et al.

TABLE 4 Observation equation expressed by baseline.

Differential observation Equation
Single differenced ¢ =—Ii-x,+cdt,— AN, +él,
Double differenced (pg, = - (I‘, - I’r) Xyt AN el
Triple differenced M@l = - A(I P I);,n) X, A,

of the baseline vector solution. Furthermore, since it is necessary to
solve the rotation matrix in Equation 4, when using Euler angles,
singularity issues arise during high-dynamic complex motions of
the UAV, making solutions unattainable. In such cases, quaternions
must be used for representation, but this increases computational
complexity. Therefore, the method of attitude representation also
affects the solution of attitude angles [59].

The redundancy of baselines also affects measurement
accuracy. When the number of baselines increases, the amount of
observational information increases, which enhances the precision
of baseline solutions. Additionally, redundancy is beneficial for
adding prior constraints to the baselines, which in turn improves the
success rate of ambiguity resolution, thereby affecting the precision
of baseline measurements.

Since satellite navigation measurements rely on signals emitted
by satellites in space, the geometric configuration of the satellite
constellation also affects observation accuracy [60]; moreover, due
to the inherent vulnerability of satellite navigation, when a UAV
encounters navigation interference, it cannot receive navigation
signals, and thus cannot measure the carrier phase, which means it
cannot complete baseline solutions [61].

4 Key technologies for GNSS-Based
UAV attitude measurement

Figure 6 illustrates the common solution steps for attitude
determination of UAVs using the GNSS system. According to the
fixed method of ambiguity, it can be divided into solution based on
location domain and solution based on observation domain. When
necessary, attitude determination should also be combined with an
inertial navigation system.

The positioning domain solution requires the fixing of integer
ambiguities first to obtain accurate baseline vectors, and then
to determine the attitude angles, which is straightforward to
implement, and obtaining accurate baseline vectors is a prerequisite
for obtaining high-accuracy attitude angles. The accuracy of the
baseline vectors directly determines the precision of the attitude
angle solution [62], while the baseline vector accuracy, in turn,
depends heavily on the accuracy with the fixed ambiguity [63].
This method solves sequentially and ignores the correlation
between each baseline, reducing the redundancy of the attitude
solution, especially when the integer ambiguities are difficult to fix
successfully, leading the affection to the determining performance.
The observation domain solution solves for the integer ambiguities
and the attitude angles simultaneously [64]. It is more complex
to implement, although it can solve the integer ambiguities and
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attitude angles simultaneously, it ignores the correlation between
ambiguity resolution and attitude calculation, which can also affect
the reliability of the attitude [65].

Whether it is a positioning domain or observation domain
solution, the key lies in the solution of integer ambiguities and
the attitude calculation algorithm. The determination of integer
ambiguities is essential to ensure the accuracy of the baseline vector
position solution for UAVs. Given the limited number and length
of baselines on RUAVs, the search space for integer ambiguities
is large, leading to low search efficiency. The search space is also
constrained by the length of the baselines. Therefore, how to achieve
fast and effective fixing of ambiguities under the constraints of the
UAV’s own conditions is one of the important issues in the attitude
determination of RUAVs.

Attitude
observational values, use these values to calculate the attitude angle

determination  algorithms, after  obtaining
information. The accuracy of the determined attitude angles is often
affected by the inherent accuracy of the observational values and
observational noise. How to improve the calculation accuracy is
also a key issue in attitude determination.

Furthermore, for low-cost RUAVs, dual antennas and low-
cost inertial navigation devices are commonly used to achieve
the integrity of attitude determination. This not only assists in
determining integer ambiguities in GNSS observation solutions
but also allows the INS to continue navigation when GNSS fails.
The error accumulation phenomenon in the inertial navigation
system can also be periodically corrected by GNSS measurement
values [66]. In integrated navigation, data fusion processing is
crucial. Rotary-wing UAVs are highly dynamic, inertial navigation
devices have large measurement noise, and the precision of
output measurement values is low. Moreover, the update rate of
satellite navigation measurement values is much lower than that of
inertial navigation. How to fuse measurement values of different
rates is also a key issue that needs to be addressed. A high
success rate of ambiguity fixing and efficient attitude calculation
are necessary conditions for obtaining real-time high-precision
attitude angles [67].

4.1 Integer ambiguity resolution algorithms

The challenge of fixing integer ambiguities lies in the planning
of the search space. While reducing the search space and improving
search efficiency, it is essential to ensure the correctness of the
ambiguity fixing. Faced with the continuous change of the UAV’s
spatial position between epochs, a robust On The Fly (OTF) integer
ambiguity determination algorithm is required. Based on different
ambiguity search spaces, they can be categorized into observation
domain-based, coordinate domain-based, and ambiguity domain-
based ambiguity resolution [68], with common integer ambiguity
resolution methods shown in Table 5.

Table 5 shows that among the three types of integer ambiguity
resolution, the observation domain-based method is the simplest to
implement. It relies on the linear combination of carrier frequencies
of different wavelengths to obtain a shorter wavelength, thereby
reducing the ambiguity fixing error. The TCAR method, based on
wide and narrow lanes, uses pseudo-range to assist in ambiguity
determination. Since there is no ambiguity search problem, the
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Drone attitude solution flowchart.
TABLE 5 Common algorithms for solving integer ambiguity.
Classification Typical algorithm Features
Combinatorial Solution for Broad-Narrow Lane Improving stability while enhancing resolution, but

Configuration [21]

the large wavelength variation is not conducive to
real-time processing

Based on observation domain

Three-carrier Ambiguity Resolution (TCAR) [69, 70] Incrementally fixing the variables allows for a rapid

resolution of ambiguities, which enhances the
real-time performance

Based on positioning domain Ambiguity function method (AFM) [71] Insensitive to cycle slips, yet the search time is

prolonged and there is the issue of multiple peak values

(LAMBDA) [72]

Based on the fuzzy domain Least-squares ambiguity decorrelation adjustment Strong applicability, determination can be made with

short time series

calculation speed is fast. However, in a dynamic environment,
the measurement accuracy decreases due to the influence of
receiver performance and observation conditions [69]. Auxiliary
information can be used to improve the calculation accuracy
in a high-dynamic environment, such as the geometry-free and
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ionospheric-free TCAR (GIF-TCAR) [70] and the TCAR method
assisted by INS (iTCAR) [71].

The positioning domain-based solution method first obtains the
initial coordinate position, constructs an ambiguity function around
the initial coordinate position, and traverses the global space to
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get the optimal estimate of the ambiguity function. In response
to the long search time and multi-peak problem of AFM, there
are also different solutions. For example, Han [73] uses multi-
frequency combinations to determine the search step in AFM,
reducing the search time; Zhao [74] uses multi-baseline constraints
to solve the multi-peak problem of AFM; Wang [75] proposes the
AFM under the initial pitch angle constraint (Pitch-constrained
Ambiguity Function Method, PCAFM), which can reduce the search
range but is very sensitive to the search step size. Since it takes
the positioning coordinates as the search basis, the accuracy of
the final fixed integer ambiguity is largely limited by the initial
positioning accuracy.

The ambiguity domain-based solution is a more commonly
used method in practice. The LAMBDA method proposed by
Professor Teunissen [76] is the most widely used and effective
method in engineering practice. It can solve the integer ambiguity in
observation methods such as single-frequency, dual-frequency, non-
differential, and single-dual differences. By continuously observing
over a short period, the ambiguity can be fixed [77, 78]. The core of
the algorithm is based on the Integer Least-Squares principle (ILS)
shown in Equation 6 [79]. The integer solution of the ambiguity
is the integer least-squares solution of Equation 7. By using the
Z-transform in Equation 8, the search space is decorrelated, and
finally, a sequential search method is used to obtain the integer
solution, and then the inverse transformation is used to obtain the
expected solution [72].

mibn ly—Aa—Bb|*> witha € Z",b € R® (6)
a, Qy
. NTA-1¢, _ ~
min (a-a)'Q, (a-a) (7)
_ 7T s _ 7T~ _ 7T : nxn
z=Za, z=24d, Q=2 Q,ZwithZeZ (8)

Where y represents the phase observations; a denotes the float

solution of the ambiguities, b denote the baseline vector; ||-||f2
o4

(-)*Q}jl(-); Q is the covariance matrix of the carrier phase
observations; Z" represents the n-dimensional integer space; R"
denotes the n-dimensional real number space; d is the expected
integer solution to be obtained; Q; is the covariance matrix of a; 2"
is the transformation matrix for the n-dimensional space; Zand z are
the transformed integer solution and float solution obtained from
the search, respectively.

The traditional LAMBDA algorithm has high computational
complexity and wastes a lot of time during the variance reordering
process. The generated search space is inappropriate, leading to low
search efficiency, and it cannot utilize the known prior conditions of
the baseline to reduce the search space. To address the shortcomings
of the traditional LAMBDA algorithm, many scholars have proposed
improvements in the decorrelation processing of the covariance
matrix, the determination of the integer solution search space,
and the search method for the integer solution in the general
LAMBDA algorithm. This has led to the evolution of various
improved LAMBDA algorithms, continuously enhancing the search
efficiency and fixing success rate of the integer ambiguities,
as shown in Table 6.

In Table 6, introducing constraint conditions is the main
direction for the improvement of the LAMBDA method. Especially
when the floating-point solution and the covariance matrix are
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not accurate enough, constraint conditions can improve the search
efficiency and the success rate of fixing [81]. Common constraint
methods include baseline constraints [82], triangular constraints
[83], affine constraints [84], and so on. Teunissen used the
LAMBDA method with constraint conditions to calculate the
integer ambiguities and verified the advantages of the algorithm
in terms of calculation stability and success rate through on-
board dynamic experiments [85]. Shao [86] combines the M-
LAMBDA algorithm with the C-LAMBDA algorithm, improving
the success rate while reducing computational complexity and
ensuring computational efficiency.

In response to the challenge of ambiguity fixing in low satellite
visibility environments, there has been considerable research. Chen
[87] adopts a spherical constraint on the ambiguity space to improve
the success rate of integer ambiguity fixing, while also employing a
joint search strategy in both the coordinate domain and ambiguity
domain to achieve attitude determination under low satellite
visibility. Giorgi [88] proposes an attitude solution method based
on multivariate constraints in the observation domain (multivariate-
constrained LAMBDA, MC-LAMBDA), which is not limited by
the number of antennas, GNSS system combination methods, or
kinematic prior information, and can solve for integer ambiguities
and attitude angles simultaneously, significantly improving the
success rate of ambiguity fixing. However, due to the consideration
of multiple constraint conditions, the computational complexity
increases. Liu [89] and Douik [90] improve MC-LAMBDA by
using Riemannian optimization to solve nonlinear least squares
constraints, reducing computational complexity while ensuring the
reliability of ambiguities and the accuracy of attitude.

4.2 Attitude determination algorithms

The attitude determination algorithms are another significant
factor affecting the accuracy of attitude angles. The challenge in
calculation lies in achieving a solution with low time complexity
while ensuring the accuracy of the solution. Additionally, for
scenarios with multiple baselines, how to utilize redundant
information to enhance the calculation accuracy is also a hot topic
commonly researched by scholars.

Table 7 presents several common attitude determination
algorithms. The TRIAD algorithm directly solves for the attitude
angles based on the observation matrix without the need for
iterative optimization, making it simple to implement with low
computational complexity. However, it is limited by the baseline
layout, cannot utilize redundant information, and thus has lower
solution accuracy.

The least squares method solves for the attitude angles or
attitude matrix using the classical principle of least squares. It is
computationally efficient and can accurately approximate actual
data. The least squares method can significantly improve the
accuracy of the heading angle, but its improvement on the pitch and
roll angles is not significant [94]. Liu [95] uses antenna arrays and
the integer property of ambiguities to constrain the least squares
solution, allowing for direct calculation of attitude angles, especially
in challenging environments with single-system, single-frequency,
and single-epoch conditions, further enhancing computational
efficiency. Due to the constant state vector, the least squares method
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TABLE 6 Least-squares ambiguity decorrelation adjustment.

Algorithm Principles

Moddified-LAMBDA [80] Introducing symmetric permutation and adopting
greedy search strategy during covariance
decomposition

10.3389/fphy.2025.1487136

Algorithm features

Improved computational efficiency without affecting
the success rate of fixing ambiguity

Constrained-LAMBDA [81] Adjust the search space using constraint conditions

Improve the success rate of fuzzy search or enhance
search efficiency

TABLE 7 Common pose solving methods.

Method Representative algorithm

Direct method Triple vector attitude determination (TRIAD) [91]

Features

Simple and fast, without prior conditions for baseline
length, low accuracy

Least square method Attitude matrix (attitude angle) least squares method;

constraint least squares method

Good accuracy, high computational efficiency, and
good precision in static positioning

Optimal estimation method Quaternion estimation method [92]; rotation matrix

The calculation accuracy is good, but the time cost is

method [93]

high

is suitable for static or low-dynamic attitude determination but
performs poorly in high-dynamic conditions typical of UAVs.

The optimal estimation method transforms the attitude angle
solution into a Wahba problem [96], taking into account the noise
and uncertainty of the observational data, and adopts an iterative
strategy to find the optimal solution or a non-iterative method
to find a suboptimal solution. It establishes a cost function based
on a large amount of observational data to achieve the estimation
of attitude elements. Among them, the quaternion estimation
(QUEST) algorithm, proposed by Shuster, uses quaternions to
transform the process of solving the rotation matrix into the process
of minimizing the cost function. This algorithm does not require
initial values and is flexible in processing, but can only estimate the
optimal value based on the current state. To address the limitations
of the QUEST method, Bar-Itzha [97] proposed the REQUST
algorithm, which uses historical state information for recursive
solution, further improving the accuracy and robustness of the
estimated values.

4.3 GNSS/INS integrated attitude
determination

Utilizing GNSS for attitude determination can yield high-
precision, cost-effective measurement outcomes. However, in
complex environments where signals may be obstructed or
interfered with, relying solely on the GNSS system for attitude
determination becomes challenging. RUAVs, which are limited by
the number of equipped antennas, use a two-antenna single-baseline
setup allows for the measurement of only two attitude angles:
the heading and pitch angles. Therefore, to ensure the integrity
of the attitude determination system under various conditions
and to obtain complete attitude information, multi-sensor fusion
for attitude determination is an effective approach to achieving
cost-effective and high-precision measurement [98].
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As depicted in Figure 7, the combination of satellite navigation
and inertial navigation for attitude determination leverages the
inertial navigation system to assist the GNSS system, providing
backup navigation for a short period during GNSS signal
interruptions [99]. The Inertial Measurement Unit (IMU), which
includes accelerometers and gyroscopes, provides raw measurement
data [100]. The measurement values or states output by the GNSS
component and the INS component are fused to varying degrees
through a composite filter to jointly obtain the vehicles attitude
information. The IMU can detect the drone’s attitude and balance
status in real-time during flight and feedback to the control center,
making up for the low rate of GNSS output measurement [101].

Integrated navigation is generally divided into three categories
based on the degree of data fusion: loose integration, tight
integration, and ultra-tight integration [102]. Loose integration
fuses the output results of the GNSS system (position, velocity,
attitude angles) with the output of the INS system, where the
two systems work independently, making it simple to implement
with good redundancy [103]. Tight integration fuses the GNSS
observations such as pseudo-range and carrier phase with the state
values of the INS system’s gyroscopes and accelerometers, achieving
better measurement accuracy under low signal-to-noise ratios [ 104].
Ultra-tight integration deeply integrates the GNSS receiver with the
components of the INS system, starting the fusion from the satellite
tracking loop [105], using the INS system information to adjust
the GNSS tracking loop bandwidth, and improving the signal-to-
noise ratio, which has superior calculation accuracy and robustness
under interference conditions. The high cost of implementing ultra-
tight integration does not meet the low-cost requirements of UAVs,
so UAVs often adopt loose or tight integration of gyroscopes,
accelerometers with the GNSS system.

The key to combination navigation is the data fusion model and
the filtering update algorithm, which combines and smooths the
output values of the two systems to reduce measurement errors.
Common filtering fusion algorithms are shown in Table 8.

frontiersin.org


https://doi.org/10.3389/fphy.2025.1487136
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org

Zeng et al. 10.3389/fphy.2025.1487136

- - e ———
l Satellite navigation | | Data fusion |
| Safom error correction! | processing section |
K '
— T GNSS observations/ |
| GNSS signal - Narvo‘cg::::l‘l’ S;i‘ial L1 st values |
reception i g y |

| Iesolution | y | Integrated navigation

-_ Y - - — — — — J | Inte.grafed | output
navigation
. X |
| - | | filtering I
IMU state value _ State vaiue | |
| it > processing and T |
GJCOHISTHON calculation | INS measurement |
| Inertial navigation | | value/status value |
O e !
FIGURE 7
GPS/INS integrated navigation structure.

TABLE 8 Typical filtering algorithm.

Types Principles

Kalman filter (KF) Predicts the value of the next epoch

based on the existing observations

Advantages Shortcomings
Real time update state estimation;
Dynamic adjustment of parameters to
adapt to system variation

Linear system model only;
Sensitive to initial state

Extended Kalman filter (EKF) Nonlinear observation equation and

state of the system

Simple algorithm implementation Covariance tends to diverge under high
nonlinearity;
Accuracy depends too much on initial

error

Unscented Kalman filter (UKF) Uses a selected set of minimum sample
points to approximate the true model

probability distribution

Accurately capture the statistical Higher computational complexity;
Highly sensitive to noise, and the

generation of sigma points may

characteristics of nonlinear functions

introduce additional noise

Particle filter (PF) Use weighted random samples to
statistically calculate the posterior

probability

Applicable to nonlinear and non Particle degradation

Gaussian problems

Complementary filter (CF) Weighted average of different sensor

data

Balance short-term noise and
long-term drift

High requirements for rationality of
weight factor

As shown in Table 8, the KF is an optimal regression data
processing method that reasonably and has been applied in various
fields such as multi-system data processing and fusion, space
orbit prediction, and wireless positioning [106, 107]. However, the
Kalman filter is only suitable for linear systems. To apply it to
the baseline solution of GNSS nonlinear observation equations,
the Kalman filter needs to be improved, resulting in the Extended
Kalman Filter (EKF) [108], Unscented Kalman Filtering (UKF)
[109], Particle Filter (PF) [110], Complementary Kalman Filter
(CKF) [111], and so on. The Extended Kalman Filter (EKF) is
the simplest to implement, but its accuracy depends on the initial
error and the degree of approximation to the true model [112].
The Unscented Kalman Filter (UKF) uses a set of sigma points to
approximate the true model, while the Particle Filter (PF) weights
these sampling points to further enhance accuracy and eliminate
the impact of multipath errors in the signal [110]. However, the
Particle Filter suffers from the problem of particle degradation, and
it is common to combine the Particle Filter with other types of
nonlinear Kalman filters to improve particle distribution [112-114].
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Complementary filtering can leverage the short-term accuracy of the
gyroscope and the long-term stability of the accelerometer to achieve
accurate attitude estimation.

The filtering algorithm in integrated navigation can effectively
reduce the data error of attitude measurement between different
sensors, reduce the impact of measurement noise on the final
measured value, and use different sensor data to complement each
other to improve the accuracy and reliability of attitude angle.
Jwo [25] uses EKF for filtering the attitude estimation represented
by quaternions, which can eliminate the noise of the quaternion
itself and improve the attitude accuracy. The baseline can also be
used to assist the Kalman filter using high-precision baseline prior
length information to constrain the Kalman filter iteration process,
thereby improving accuracy and robustness [115],. Dong [116]
uses sequential adaptive Unscented Kalman filtering, estimating the
measurement noise covariance matrix of the heading angle change
in real-time, mitigating the problem of drastic noise changes in
integrated attitude determination caused by object movement, and
providing a stable and accurate heading angle.
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In the loose or tight integration navigation of RUAV, different
filtering algorithms are used to achieve different degrees of
data fusion to obtain reliable and accurate attitude angle For
loose integration, Ding [117] constructs an Error State Kalman
(ESKF) filter, fusing inertial navigation sensors and GNSS data,
continuously integrating the gyroscopic measured angular rate
to propagate attitude, and compensating for cumulative errors
through measurement updates, achieving combined attitude
determination of MEMS systems and low-cost GNSS receivers.
For tight integration, Wang [101] combines dual-antenna GNSS
and MEMS, verifying that the inertial navigation device can stably
measure the heading angle under brief GNSS signal loss. Yan [118]
uses dual-rate filtering based on EKEF, fusing high-rate high-noise
observations and low-rate low-noise observations into an optimal
estimation system, achieving real-time attitude determination in
complex noise environments.

In addition to filtering out noise through combination,
combined navigation attitude determination also helps to fix the
integer ambiguity. Xiao [119] proposes a three-frequency differential
GNSS/INS tight integration, using three-frequency solutions to
improve the speed of measurement values and integer ambiguity
fixing, and using tight integration to weaken the impact of TCAR
algorithm instability on the results. Gao [120] proposes a new tight
integration GNSS/MEMS model, using a single filter to achieve
optimal estimation of attitude drift, gyro zero bias, and ambiguity,
effectively improving the ambiguity fixing rate and reducing attitude
error compared to a single GNSS system.

The integration of satellite navigation and inertial navigation
can combine the advantages of the two systems to achieve
complementary performance. The high-precision measurement
values provided by the satellite navigation system help to reduce the
cumulative error of the inertial navigation system, while the inertial
navigation system does not require external signal input and can
act as a backup navigation in the event of GNSS signal occlusion
or interference, taking over the navigation task for a short period
(121, 122].

5 Challenges

5.1 Real-time attitude determination under
high dynamics

Currently, the use of GNSS for attitude determination is often
aimed at the attitude determination of vehicle platforms, where the
main change in the vehicle’s attitude angles is in the heading angle,
and the change is relatively slow. In contrast, rotary-wing UAVs
have high dynamics, and during complex motion processes, multiple
attitude angles change within a short period of time. Existing
research is better for the attitude determination of vehicles or low-
dynamic aircraft, but there is less research on the high dynamics
of rotary-wing UAVs. However, the attitude determination of UAVs
under high dynamics is crucial, as only by accurately grasping the
real-time motion state of the UAV can the safe execution of tasks
be ensured.

The high-dynamic flight of UAVs will lead to rapid changes
in the baseline vectors formed by the receiving machinery, posing
certain difficulties for baseline calculation. Since the premise
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of accurate baseline calculation is the determination of integer
ambiguities, most existing ambiguity determination methods rely
on searching in the ambiguity domain. Under high dynamics, the
ambiguity space range is large, so how to constrain the ambiguity
space, reduce the size of the search space, and thereby improve the
fixing rate is a challenge [123]. The relatively effective MC-LAMBDA
method, described in Section 4.1, can effectively reduce the search
space by relying on multiple variables for constraints, but due to the
consideration of multiple constraint conditions at the same time, it
leads to increased algorithm complexity and to some extent, reduced
search efficiency. Therefore, how to consider the accuracy of baseline
calculation under high dynamics, especially the rapid determination
of integer ambiguities under high dynamics, is a current major
challenge.

High-precision attitude determination under high dynamics
requires not only the method of solution but also the reliability of
the solution results. Since the fixing of integer ambiguities is a key
link affecting attitude determination, existing inspection methods
mainly inspect the accuracy and stability of ambiguity fixing, thereby
reflecting the reliability of attitude determination. Commonly used
methods are based on positioning domain judgment, and under the
premise of baseline constraints, the selected judgment threshold is
largely related to the length of the baseline [124, 125]. For the attitude
determination of RUAV's with short baselines, the requirements for
the judgment threshold may be more stringent. Therefore, whether
a method for attitude determination integrity inspection suitable for
UAVs with short baseline systems can be developed, which can make
judgments on attitude determination integrity without the need for
prior conditions of baseline length, or relying on a small amount of
baseline redundancy information, is a challenge.

5.2 Effective response to navigation
interferences

Using GNSS signals for UAV attitude determination often faces
the issue of navigation interference, where jamming and spoofing
are the most common types of satellite navigation interference.
The integrity of navigation services determines whether the UAV
can work properly [126]. Especially for UAVs that require high-
precision positioning and attitude determination equipment, once
they encounter navigation interference, as depicted in Section 3.3,
they will obtain incorrect position and attitude information, lose
control of the UAV’s motion state, and thus affect its operational
effectiveness.

Jamming interference is low-cost, reliable, easy to implement,
has a wide coverage range, and is widely used in various
scenarios. A 1W jamming interference source can interfere with the
maximum distance of about 16.96 km under ideal conditions [42].
Although the probability of successful implementation of jamming
interference has been reduced with the application of frequency
domain filtering technology, anti-jamming antenna technology,
pseudo-satellite technology, and integrated navigation, etc., for small
aircraft such as rotary-wing UAVs, it is still difficult to effectively
resist jamming interference without external assistance. Although
small inertial navigation devices can be equipped to take over
the satellite navigation equipment and continue navigation in the
face of interference, due to the serious accumulation of errors
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and low accuracy of small inertial navigation devices, the overall
system navigation error increases without the error correction of
the satellite navigation system, which still reduces the operational
effectiveness of the UAV.

Compared to jamming interference, spoofing interference is
characterized by its strong concealment, high threat, and low cost,
and can deceive the UAV into flying along a specified trajectory
[127]. With a low-cost spoofing device, a certain spoofing effect can
beachieved [128, 129]. Generally, when the deceptive signal power is
3dB higher than the real signal power, the jammer can be deceived.
The interferer fuses and calculates high-precision spoofing signals
based on the UAV’s position, speed, and other status information,
making the spoofing signals highly similar to the real signals, thereby
completing covert deception [130]. Especially for UAVs using public
service navigation signals, due to the openness of the signal system
and the use of less encryption and authentication, they are more
susceptible to spoofing [131]. From random position spoofing [132],
fixed-point position spoofing [133], delayed message spoofing [134],
to state estimation value spoofing [135], different types of spoofing
interference can severely affect the normal flight of UAVs. The
implementation approaches also vary, such as adding interference
to the receiver’s phase-locked loop [136], and gradually guiding with
trajectories of different Doppler shifts and delays [137], etc.

Addressing the diverse and complex satellite navigation
interference methods of today, designing anti-satellite navigation
interference systems suitable for rotary-wing UAVs is an urgent
problem that needs to be solved. When facing jamming interference,
the challenge is to ensure the normal operation of the UAV
navigation receiver and to mitigate the effects of jamming signals.
When facing spoofing interference, the system should be able to
autonomously and effectively detect spoofing according to the
abnormal receiving phenomena without adding extra weight or
hardware requirements to the UAV. Compared with the mature
deception detection without too many hardware requirements,
the existing UAV is more difficult to suppress the suppression
interference. Improving the survival rate of UAV under suppression
jamming is the key problem to be solved. Existing anti-jamming
methods often employ array antennas, but these can introduce
significant phase pattern changes that affect the quality of
observations [138]. Moreover, array antennas can only counteract
interference from a limited number of directions, and their
anti-jamming performance is limited in complex environments
with multi-directional interference. At the same time, the use
of array antenna will increase the hardware overhead and load.
Therefore, achieving low-cost navigation anti-jamming in complex
environments while ensuring the UAV’s positioning and attitude
determination is a significant challenge for rotary-wing UAVs.

5.3 Intelligent response to Multi-GNSS
system integration

The current GNSS systems have been developed and refined,
with each navigation system capable of independently performing
positioning, navigation, and timing tasks. Utilizing multi-system
GNSS can significantly increase the number of observable satellites,
improve the geometric configuration of the satellite constellation,
as depicted in Section 3.3, reduce reception costs, and obtain
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FIGURE 8

Beidou Satellite Communication System’s receiving antennas specially
used for small unmanned aerial vehicle. (A) HX-CH3602A. (B)
HX-CH5601A

higher quality observational data, thereby enhancing measurement
accuracy. Especially in challenging environments where satellite
access is limited, when one system fails or is unavailable, another
system can provide operational redundancy [139].

Due to the low cost of current navigation equipment, multiple
satellite navigation systems can be implemented on small-sized
devices. As shown in Figure 8, the HX-CH3602A and HX-CH6601A
from Beidou Xingtong are two receiver antennas specifically
designed for small UAVs. They can respectively achieve triple-
system tri-frequency reception for GPS L1, BDS B1, and GLONASS
L1, and triple-system six-frequency reception for GPS L1/L2,
GLONASS L1/L2, and BDS B1/B2.

The current attitude determination using multi-system GNSS
is mainly focused on the combination of different systems
on a single frequency. Teunissen [139] conducted simulation
studies on the attitude determination of Galileo and GPS single-
frequency combined data, obtaining relatively stable expected
results, which verified the ability to use backup satellite data for
instantaneous attitude determination in a disturbed environment.
Zamanpardaz [140, 141] compared and analyzed the Indian
Regional Navigation Satellite System (IRNSS) and GPS Block
IIF on the L5 frequency point. When the two systems were
combined for attitude determination, the ambiguity dilution of
precision (ADOP) was significantly improved, and both the integer
ambiguity fixing success rate and attitude accuracy were significantly
enhanced [142]. Zhao [143] confirmed the improvement in attitude
determination performance when GPS/BDS/GALILEO were used
in a tight combination, with the percentages of pitch error, yaw
error, and roll error within 2° in a complex environment increasing
by 6.1%, 8.07%, and 13.43%, respectively, and the ambiguity
fixing rate increased by 14.78%. Shu [144] conducted attitude
determination with the combination of GPS, BDS, Galileo, and
GLONASS, confirming that the combined attitude determination
can significantly improve attitude accuracy on a moving vehicle
platform. Yang [145] propose GPS/BDS dual-antenna attitude
determination model which obviously improve the fixing rates, such
as 16.0% improved in the static experiment and 23.6% in dynamic
experiment. Although the aforementioned research can enhance the
attitude measurement performance by utilizing GNSS signals at the
same frequency point, they did not focus on attitude determination
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using different frequency point signal combinations under multi-
GNSS systems.

In addition, common jamming and spoofing interferences are
usually targeted at a specific system within the GNSS, making it
difficult to interfere with the entire GNSS system simultaneously.
By leveraging the mutual backup among navigation systems, it
is possible to continue navigation using another system when
faced with interference targeting a particular satellite navigation
system. Therefore, under the current conditions where GNSS
systems are increasingly refined, how to better utilize multiple GNSS
systems to complete integrated attitude determination, mutual
integration, and backup to enhance attitude determination accuracy
in complex environments and resist navigation interference is a
challenge.

Several factors need to be considered, such as the performance
comparison of different navigation systems in UAV positioning and
attitude determination applications; the basis for selecting signal
combinations from different navigation system frequency points;
the selection of integer ambiguity fixing methods and attitude
determination algorithms under multi-system GNSS integrated
attitude determination; the ability of different navigation systems
to counteract jamming and spoofing interference; ensuring the
continuity and accuracy of positioning and attitude determination
results during system switching, etc. Moreover, when performing
integrated attitude determination with multiple GNSS systems, the
issue of inter-system bias (ISB) between systems also needs to be
addressed [139, 146].

6 Conclusion

The article primarily discusses the current state and challenges
of attitude determination for rotary-wing UAV's based on the GNSS.
Attitude information is a necessary condition for the safe flight of
UAVs. The article focuses on three main aspects of UAV attitude
determination: integer ambiguity resolution, attitude calculation,
and integrated navigation. The determination of integer ambiguities
is akey factor affecting the accuracy of UAV carrier phase differential
measurements. Only by obtaining accurate and reliable ambiguities
can the precise baseline be calculated, which in turn determines the
attitude angles. While integer ambiguity resolution has been proven
to be reliable and accurate when searching within the ambiguity
domain constrained by baselines, further constraints are needed for
the high-dynamic mobile carrier. The attitude calculation method
requires further improvement in computational complexity to meet
the real-time attitude acquisition requirements of UAVs. Integrated
navigation is the current development trend for achieving low-cost
attitude measurement, and the integration of data from integrated
navigation is an important direction for research. Filtering different
navigation systems’ data to reduce the impact of observation noise
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