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Early warning system earthquake alerts exploit the time delay that the surface waves have in reference to the P waves and estimate the magnitude based on the interpretation of the specific parameters of the P waves. One of the most commonly used parameters for estimating the moment magnitude of an earthquake is the characteristic period measured in the first 3 s after the appearance of the P wave. The classic method determines the characteristic period in the time domain by using the velocity and displacement waves of the acquired samples. In this paper, we present a new method for estimating the characteristic period through its corresponding frequency. This method includes zero padding of the P-wave sequence, conversion of the extended sequence from the time domain to the frequency domain, identification of local frequency maxima, and calculation of the weighted average of the frequency based on the identified maxima. Tests conducted on synthetic signals, as well as standard deviation evaluation tests for simultaneous recordings at several seismic stations, revealed better performance than the classic method in terms of noise immunity and number of false alarms.
Keywords: earthquake, P wave, characteristic period, frequency domain, zero padding
1 INTRODUCTION
The intense ground motions caused by an earthquake pose a major hazard to the population living near the epicenter and can cause substantial damage to roads, buildings, and other infrastructure. Among natural disasters, earthquakes account for approximately one-fifth of economic losses and are responsible for approximately 20,000 deaths per year. A destructive earthquake cannot be predicted accurately at the moment or place of its occurrence. However, earthquake early warning systems (EEWS) can provide an estimation of the approaching event. EEWS can trigger anticipative alarms because the onset of an earthquake is achieved by non-destructive primary P waves and continues with destructive surface waves. P waves have a higher travel speed; they will reach the destination first and can be a source of information regarding the destructive waves that will reach the destination later. Moreover, P-wave-based EEWS can work in tandem with seismicity indicator-based systems that make use of the Gutenberg–Richter law to increase the probability of detection of major earthquakes [1–3].
After several decades of development, EEWS are currently operational and provide alerts to populations (Japan [4, 5], Taiwan [6, 7], Mexico [8], and South Korea [9]), institutions, or limited users (India [10], Romania [11], Turkey [12], and the West Coast of the United States [13]), or are under development or testing (Italy [14], Chile, Costa Rica, EI Salvador, Nicaragua, Switzerland, Israel, Beijing, and the Fujian region of China) [15].
The main component of an EEW system is the algorithm that estimates the magnitude of an earthquake. The assessment is performed using the velocity and displacement waveforms and must contain as much of the low-frequency component of the frequency spectrum as possible to avoid magnitude saturation [16].
Among the first P-wave parameters used for magnitude estimation is the predominant period, defined as the period corresponding to the maximum amplitude in the frequency spectrum of displacement [17, 18]. An approach to the predominant period based on the velocity wave known as the τp method is presented in [19]. Because this method contains numerous limitations related to the sampling frequency and signal processing, an improved version was proposed in [20], where the predominant period is continuously calculated, and its maximum value (τp max) can be determined. Another magnitude estimation parameter is the characteristic period τc. This refers to both velocity and displacement waves, which are much more stable than τp max [21]. In current studies, the characteristic period is the most commonly used parameter for magnitude estimation with regard to the peak of the displacement wave (Pd) [22, 23] or alongside other geophysical parameters as input data for neural networks [24, 25].
However, the characteristic period of a specific earthquake, computed from different recording stations, exhibits large dispersion in terms of standard deviation due to local conditions, noise, and artifacts and thus may trigger false alarms or mute real ones. In order to evaluate the characteristic period of the P wave, we propose a new method based on the accurate determination of local maxima within the displacement wave’s frequency spectrum. Its performance is evaluated using both synthesized and recorded waveforms, yielding better results than the standard approaches.
2 METHODS
To define the characteristic period [21], the vertical components of the ground displacement wave u(t) and velocity [image: image] (t) were used, with the ratio r being
[image: image]
where the integration is over the time interval (0, t0) after the onset of the P wave. In most of the existing EEWS, t0 is set to 3 s, and any straightforward implementation of Equation 1 belongs to the time domain methods used to evaluate the characteristic period. They have been adopted by the scientific community as a benchmark and as a standard specification in most of the existing EEWS [22, 26]. Using Parseval’s theorem, according to which the energy of an aperiodic signal or the power of a periodic signal in the time domain is equal to the energy or power in the frequency domain, the results of Equation 2 are obtained and further exploited to develop frequency-domain methods.
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where f is the frequency, û(f) is the frequency spectrum of the displacement wave u(t), and [image: image] is the average of f2 weighted by |û(f)|2, hereafter denoted by fC.2
The characteristic period is defined according to Equation 3:
[image: image]
Although the characteristic period of the P wave is calculated based on the ratio r, as can be seen in Equation 3, the characteristic period can also be expressed based on the frequency spectrum of the displacement. More precisely, the squared characteristic frequency is the average of the squared frequencies weighted by the square of the amplitudes in the frequency spectrum.
[image: image]
where A1 … An are the amplitudes of the spectral components, and f1….fn are the frequencies of the spectral components. These values of the spectral components are obtained by applying a fast Fourier transform (FFT) to the displacement sequence in the time domain. There are many reported results in using FFT to differentiate seismic signals from ambient signals or those produced by explosions because the generated spectra can be distinguished [27, 28], but to date, no straightforward implementation of Equation 4 in EEWS makes use of the τc parameter.
Furthermore, the proposed development implies a better localization of the local maxima points in the discrete-time Fourier transform (DTFT)-associated function and thus minimizes the picket fence effect [29].
Three methods for increasing frequency resolution were considered: zero padding [30], FFT interpolation [31], and windowing [32]. Due to the specific nature of the seismic signals, a short analysis qualifies the zero-padding technique as the best candidate because:
- interpolation techniques are inefficient when the analyzed signal is a multi-frequency one, with massive overlap of adjacent energy bands;
- except for a rectangular window that is similar in the frequency domain with zero padding, the remaining windowing techniques reduce the signal’s amplitude toward the edges, and thus, the first points in the earthquake spectrum (the ones with the most important information) are affected;
- there are no computational or timing constraints that could impact the practical deployment of the zero-padding technique because the FFT algorithm is highly efficient, and the time required to calculate frequency spectrum, even with sequences of zeros ten times larger than signal length, is of the order of milliseconds.
For the presented method, zero padding is the solution used to reduce the distance between bins in frequency by increasing the sequence of the investigated signal by adding zeros to its end before the FFT is applied. The extension of the seismic signal with null samples will not negatively influence the application of the method because it is only desired to obtain a specific length of the signal. Studies prove that this is a viable alternative method that improves the readability of the signal frequency [33, 34]. The increased length of the signal has the consequence of decreasing the width between consecutive spectral lines, resulting in a finer frequency resolution.
After applying zero padding, the local maxima in the frequency spectrum are identified, and the characteristic frequency is evaluated as
[image: image]
where k, Ak, and fk are the number of identified maxima, the amplitude, and the frequency, respectively.
Structurally, as can be seen in Figure 1, the method of calculating the characteristic period in the frequency spectrum includes the following steps: from the earthquake displacement waveform (a), the first 3 s of the signal are extracted (b), the retrieved sequence is padded with zeros (c), and FFT is applied to obtain the frequency spectrum (d). At the level of the frequency spectrum, the local maxima (e) are identified, through which the weighted average of the characteristic frequency is calculated (Equation 5), and implicitly, its inverse is also calculated.
[image: Figure 1]FIGURE 1 | Attainment of the characteristic period of the seismic P-wave estimation in the frequency domain: (A) Display a recorded seismic waveform; (B) Extract the first 3 s of the signal; (C) Pad the sequence with zeros; (D) Apply FFT; (E) Identify the local maxima.
To test the proposed method, a comparative study was carried out between the classic method, from the time domain that uses the ratio between speed and displacement (M1), the method from the frequency domain based on Equation 4 to calculate the characteristic frequency (M2), and the proposed method (M3) based on Equation 5. The test signals used to calculate the characteristic frequency and characteristic period were synthesized by summing sinusoidal signals with imposed frequencies and amplitudes. The reference frequency against which the absolute error was calculated was obtained using the signal synthesis values (the amplitudes and frequencies of the sinusoidal signals were summed to obtain the test signals). The framework of signal acquisition is similar to the physical one used in the acquisition of seismic signals: sampling frequency, 200 Hz; acquisition time, 3 s; total number of acquired points, 600.
3 RESULTS
A method for calculating the characteristic period of the P wave of earthquakes based on the frequency spectrum of the displacement wave was developed. Three types of validation tests were carried out: one with signals containing a single spectral component (a pure sinusoidal signal), one with signals with two spectral components, and one with three spectral components with different frequency and amplitude values.
3.1 Testing using a signal with a single spectral component
A set of sinusoidal signals of 3 units amplitude was used, for which the frequency was varied between 0.3 Hz and 20 Hz, the range covering the area of interest for EEW systems (Figure 2). The variation step is 0.1 Hz. For each signal, the characteristic frequency and the characteristic period were calculated by three methods (time-domain classic method M1, frequency-domain method M2, and proposed method M3), and the absolute errors compared to the reference were determined. The column of graphs on the left in Figure 2 shows the absolute errors for the characteristic frequency, and the column on the right shows the results for the characteristic period for the three methods M1, M2, and M3.
[image: Figure 2]FIGURE 2 | Absolute error graph of the three compared methods, in frequency-domain (left) and time-domain (right) calculations, for a singular spectrum signal.
It can be observed that for all methods, the errors increase with a decrease in the frequency and implicitly with an increase in the period. The M2 method presents almost twice as many absolute errors as the classical method M1, whereas the proposed method M3 presents errors reduced to at least one-third of the number presented by the classical method.
3.2 Testing using a signal having two spectral components
 A set of synthetic signals from a sinusoidal signal of 8 units amplitude and 0.9 Hz frequency was used, as was a sinusoidal signal of 3 units amplitude, for which the frequency was varied between 0.3 and 20 Hz (Figure 3). For each signal, the characteristic frequency and the characteristic period were determined by the three methods, and the absolute errors were then compared to the reference (parameters imposed on the signal synthesis) and plotted in Figure 3. Within this test for all methods, the errors increase with decreasing frequency and increasing period. The M2 method presents almost twice as many errors as the classical method M1, whereas the errors of the proposed method M3 were reduced to at least one-third of the number presented by the classical method.
[image: Figure 3]FIGURE 3 | Absolute error graph of the three compared methods, in frequency-domain (left) and time-domain (right) calculations, for a multicomponent signal with two spectra.
3.3 Testing using a signal having three spectral components
A set of synthetic signals from a sinusoidal signal of 8 units amplitude and 0.9 Hz frequency, a sinusoidal signal of 2.7 units amplitude and 1.3 Hz frequency, and a sinusoidal signal of 3 units amplitude, for which the frequency was varied between 0.3 and 20 Hz, was used (Figure 4). Similarly, the frequencies and characteristic periods were calculated using the three methods. Comparing the absolute errors from Figures 3, 4 in the corresponding domain, it is found that there is no change in the ratio between the errors of the three methods with an increase in the number of harmonics. This asserts that the proposed method leads to a reduced standard deviation compared to the classical method, as well as for multicomponent waveforms.
[image: Figure 4]FIGURE 4 | Absolute error graph of the three compared methods, in frequency-domain (left) and time-domain (right) calculations, for a multicomponent signal with three spectra.
3.4 Performance under noisy conditions
In seismic monitoring, accurate data are essential for understanding the behavior of structures under stress or seismic activity. Noise can interfere with measurements, leading to false readings or missed events. A high signal-to-noise ratio (SNR) ensures that seismic signals and vibrations are captured clearly, providing reliable data for analysis.
• An SNR below 10 dB indicates poor signal quality, requiring significant noise reduction.
• An SNR between 10 dB and 20 dB is useable but may need some filtering.
• An SNR above 20 dB ensures reliable data with minimal noise interference.
A sinusoidal signal of 3V amplitude was used for the comparative evaluation of methods M1 and M3 in the presence of noise, over which an additional white noise of 1V amplitude was added, as represented in Figure 5. For this case, the signal/noise ratio is 9.5 dB.
[image: Figure 5]FIGURE 5 | Sinusoidal signal summed with white noise.
FFT performs averaging operations in calculation by its nature. Moreover, the proposed method M3 uses only the distinct peaks obtained after zero padding. Considering the fact that the time-domain energy of the noise is distributed in frequency over the entire spectrum, M3 obtains superior results to the M1 method in the presence of high noise. The results of applying FFT on the signal with noise after zero padding are represented in Figure 6.
[image: Figure 6]FIGURE 6 | Applying FFT to a signal with noise after zero padding.
Figure 7 presents a comparative analysis of the absolute error in determining the τc parameter for a sinusoidal signal frequency variation of up to 20 Hz.
[image: Figure 7]FIGURE 7 | Absolute error comparison for M1 and M3 applied on a signal with a frequency up to 20 Hz.
3.5 Standard deviation evaluation
A comparison was made between the classical method and the proposed method, subjected to the dispersion of the values of the characteristic period of an earthquake when several stations that simultaneously record an event are considered. Thus, the average value of the characteristic period and the standard deviation were calculated for a given earthquake characterized by the seismic waves recorded at N different stations. This reasoning was applied to the vertical waves of ten earthquakes that occurred in 2021, 2022, and 2023, with the main parameters listed in Table 1, whose records at 200 Hz were taken from the ESM Database [35].
TABLE 1 | Standard deviation of the seismic characteristic period calculated with the time-domain method (M1) and the proposed method (M3).
[image: Table 1]Dmax represents the distance between the epicenter and the farthest station from which the recording of the considered earthquake was used. N is the number of stations from which records of a certain earthquake were taken. The average characteristic period was calculated as shown in Equation 6:
[image: image]
The standard deviation was determined using Equation 7:
[image: image]
The results in Table 1 show that using the proposed method (M3) leads to a smaller dispersion for each earthquake than the classic method (M1).
Accuracy of EEWS alerts. It is not yet possible to absolutely and rapidly determine the final effects of an earthquake rupture based on the data recorded at the beginning of the earthquake. Hence, EEWS seldom provide false alarms or miss alerts [36]. A false alarm arises when parameter estimation exceeds the alert threshold, although the ground movement after the completed rupture does not reach the evaluated effect. Similarly, a missed alert arises when parameter estimation does not reach the alert threshold, although the ground movement after the completed rupture exceeds the evaluated effect [37]. Even if it is considered that EEWS can perfectly determine the average value of ground motion, the accuracy of EEWS is determined by the variation from the average value of the ground motion metrics that the EEW system uses to evaluate ground motion [38]. Under these conditions, if two methods for evaluating ground motion metrics are considered to have the same mean value for an earthquake but different standard deviations s1 and s2, as shown in Figure 8, the number of false alarms, given by the area of the shaded surface, is higher for the higher standard deviation. It results in one of the major advantages of using the proposed method (M3) instead of the classic one (M1).
[image: Figure 8]FIGURE 8 | Cause–effect relationship between EEW false alarms, threshold values, and standard deviations.
4 DISCUSSION
The proposed method was tested to determine the characteristic period by calculating the characteristic frequency from the frequency spectrum of the signal. Testing was carried out in two ways: by simulation and by calculation of real P-wave signals obtained from earthquake recordings.
4.1 Testing the method by simulation
Synthesized signals with precisely known frequency/periods were used for testing. For these signals, the frequency/period was calculated using the classical method M1 from the time domain, which uses the ratio between speed and displacement; the method M2 based on Equation 4, which is derived directly from the classical method by correspondence in frequency; and the proposed method, M3.
Method M1 provides results in terms of time, and M2 and M3 provide results in terms of frequency. To make comparisons from the point of view of absolute errors both as characteristic period and characteristic frequency, the characteristic period obtained by M1 was converted into characteristic frequency, and the characteristic frequencies obtained by M2 and M3 were converted into characteristic periods.
Tests were carried out with pure sinusoidal signals and with sinusoidal signals with harmonics, and graphs of the absolute errors obtained for the three methods were plotted. The following observations were made:
• Switching to the frequency domain (M2) did not provide better results than the classical method.
• The application of the M3 method leads to a reduction in the relative errors for all test variants with synthesized signals, regardless of the number or frequency values of the harmonics.
• Because P-wave sequences are limited to 3 s, signals with frequencies below 0.3 Hz or periods of more than 3 s will contain less than one period of the useful signal.
Thus, for all methods, the errors increase at low frequencies and implicitly at long periods and represent the area where saturation occurs for large earthquakes.
4.2 Testing the method with real P waves
Because this work refers to a method of estimating the characteristic period of the P wave of earthquakes, testing with real P waves was carried out only for the purpose of estimating the period and validating the simulation testing. Forecasting the magnitude based on the P wave is dependent on the soil structure in the direction of earthquake propagation from the epicenter to the seismic station where the wave is recorded, which is geophysically dependent. For the test, 290 seismic recordings from 10 different earthquakes recorded at different stations were used. For each recording, the characteristic period was determined using M1 and M3. The periods were grouped by the ten earthquake events, and the average value and standard deviation were calculated for each event. As shown in Table 1, the standard deviation calculated for the proposed method has lower values than the classical method of up to 6.3 Mw, corresponding to a characteristic period of 1.30 s, with no other specific conditions where the performance differs. For earthquakes above this value, no improvements were observed compared to the classical method.
EEW systems use a threshold for both the characteristic period and maximum amplitude. For the characteristic period, the threshold was set to 1 s. The alarm is sent if the threshold imposed for the characteristic period is exceeded, along with the threshold for the maximum amplitude. Given that the EEW alarm is triggered for a threshold of 1 s corresponding to 5.5–5.7 Mw, which is the interval in which the proposed method provides a better standard deviation, we consider that this method can be used to increase the EEW performance.
5 CONCLUSION
Most earthquake early warning systems are used to predict the event magnitude and the peak ground acceleration parameters attained from the initial P waves recorded at close seismic stations. Commonly, the peak amplitudes of displacement, along with the characteristic period and integral of the squared velocity, are used in specific algorithms to compute the level of danger and the necessity for EEWS to trigger an emergency alarm. Estimating the characteristic period τc involves inputs such as velocity and acceleration from multiple P waves that are similarly recorded at several seismic stations. As τc increases with the magnitude of an earthquake and is independent of the distance between the earthquake epicenter and an observation station up to a few hundred kilometers away, it is a key factor in EWS regional seismic prediction.
The proposed method for calculating the characteristic period of the seismic P wave in the frequency domain has a lower standard deviation than the classical method. Tests carried out using synthetic signals, with a single tone or with harmonic content, reveal that the determination errors of the characteristic period are smaller when using this method. Statistical tests to evaluate the standard deviation, in which earthquake records from several stations were interpreted, also revealed the superior behavior of the proposed method up to 6.3 Mw, with direct consequences in reducing the number of false alarms. Thus, it is suited for EEWS systems that use the τc parameter in alarm decision algorithms. In this context, we consider that this method can be used with good results in magnitude prediction applications based on the characteristic period of the initial wave.
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