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Introduction: With the booming development of e-commerce, agricultural
product recommendation plays an increasingly important role in helping
consumers discover and select products. However, the following three problems
still exist in the traditional agricultural product recommendation domain: (1)
the problem of missing modalities made it difficult for consumers to intuitively
and comprehensively understood the product information; (2) most of them
relied on shallow information about the basic attributes of agricultural products
and ignored the deeper associations among the products; (3) they ignored
the deeper connections among individual users and the intrinsic associations
between the user embedding and the localized user representation in different
modalities, which affected the accuracy of user modeling and hindered the final
recommendation effect.

Methods: To address these problems, this paper innovatively proposed an
agricultural product recommendation algorithm based on LLAVA and user
behavioral characteristics, MP-LLaVRec(Modal Preference - Large Language and
Vision Recommendation). It consisted of three main components: (1) LLAVA
data enhancement, which introduced a multimodal macromodel to improve
the understanding of node attributes; (2) agricultural product association
relationship fusion, which constructed and improved the complex association
network structure among products to ensure that the system can better
understand the substitution relationship, complementary relationship, and
implied consumption logic among products; (3) user modal preference feature
extraction block, which deeply mined the interaction data between consumers
and products, and advanced the effective user feature information from the
correspondence between global user representations and local modal user
representations.

Results and Discussion: We conduct experiments on a real dataset from
Amazon's large-scale e-commerce platform to verify the effectiveness of
MP-LLAVRec. The experimental results of four metirs, NDCG@10, NDCG@20,
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Recall@10 and Recall@20, showed that the method has a better performance
than the baseline model.

KEYWORDS

data augmentation, user representations, multimodal recommendation, LLAVA,
agricultural product recommendation

1 Introduction

The recommendation system aims to predict products that
users may be interested in based on their interests, historical
interaction data, and other information, and recommend top-
k products to them [1]. Traditional recommendation algorithms
mainly include three approaches, namely, collaborative filtering
[2] content-based filtering [3] and hybrid recommendation, which
rely on user behavior, item features and a combination of
both to generate recommendations, respectively. Traditionally,
agricultural recommendation is mainly based on modelling the
interactions between crops [4], pests, soil conditions [5] and
treatments to recommend agricultural products suitable for specific
climatic and geographical conditions. Secondly, by collecting and
analyzing historical agricultural data [6], cultivation experience and
knowledge of agricultural experts, recommender systems can be
created to provide farmers with advice and guidance on cultivation,
management and marketing.

In the context of agricultural e-commerce, the fundamental
characteristics of consumers play a pivotal role in shaping their
shopping behavior [7]. Constructing dynamic personal profiles or
user group portraits not only facilitates a deeper understanding
of consumers’ behavioral patterns and preferences but also allows
for more accurate predictions of their future interests and needs
[8]. However, users’ intentions often remain latent, embedded in
the complex and nuanced interactions between consumers and
products. If these latent intentions are not effectively captured
and interpreted, the recommender system may be influenced by
various confounding factors, ultimately compromising the accuracy
and effectiveness of the recommendations [9]. In order to address
the issue of information overload, personalized recommendation
systems have emerged,which enhance users’ propensity to purchase
by increasing homogeneity [10]. Based on the collaborative
filtering algorithm, the recommendation of agricultural products
made use of the user’s purchase history and preferences, and
through in-depth analysis and comparison, it accurately filters
out the agricultural products that are highly compatible with the
user’s interests, ensuring the accuracy and effectiveness of the
recommended content [11]. Recently, another study proposed a
personalized agricultural knowledge service framework based on
Generative Adversarial Networks (GAN) to protect user privacy.
The framework combined textual CNN-LSTM algorithms for
service prediction, aiming to improve the efficiency and accuracy
of the recommendation system while ensuring user privacy
and security [12].

When the user’s interaction information with the item or
the item’s feature information is limited, these methods also
encounter problems such as cold start, sparse interaction, and poor
interpretability of recommendation results [13]. These issues greatly
hinder the development of recommendation systems. Multimodal

models are capable of capturing relationships between different
modalities that cannot be accurately extracted from a single
modality. Currently, the most common approach to incorporating
multimodal data into recommendation algorithms is to extract
the corresponding modal features from different modalities and
then use the result of feature fusion as auxiliary information to
represent the product [14]. In the context of e-commerce, images
were frequently employed to represent products and convey awealth
of information about them [15]. VBPR [16] was the first to leverage
visual feature information into recommendation algorithms, which
combined the item extracted fromdeep network image features with
traditional item feature representations to represent item features in
a more comprehensive way. In recent years, with the development
of graph neural networks, methods that capture user preferences
by using user-item interaction graphs have demonstrated their
powerful recommendation capability [14,17–19]. Therefore, fusing
multimodal features with the framework of graph convolutional
neural networks can not only enrich the data processing capability
of recommendation algorithms, but also significantly enhance their
potential for application in complex recommendation scenarios.

With the emergence of Large Multimodal Models (LMMs)
such as LLAVA [20] and VisualCPM [21], the field of artificial
intelligence has made significant progress in understanding and
generating cross-modal content. The emergence of LMMs allows
us to explore different forms of information, such as text and
images, more deeply and integrate them for more comprehensive
and accurate data processing and applications. Specifically, LLAVA
facilitates the integration of the visual encoder with the Large
Language Model (LLM) for the purpose of achieving generalized
visual and linguistic understanding. LLAVA is capable of discerning
human intentions in the context of visual tasks. It has been
demonstrated to achieve new SoTA (state-of-the-art) accuracies
when fine-tuned on ScienceQA, and it has also been shown to
exhibit excellent visual chat functionality when fine-tuned on
multimodal chat data [20]. Consequently, the LMM’s capabilities
can be leveraged to enhance the product representation, thereby
compensating for any information that may be absent from the
original text. By leveraging the capabilities of LMMs, we are able
to enhance product representations to compensate for information
that may be missing from the original text. Taking e-commerce
platforms as an example, by combining textual descriptions of
products and related images, LMMs can provide richer and more
comprehensive product information, which can provide users
with more appropriate purchase references and help them make
more informed purchasing decisions. In summary, the following
issues remain to be addressed in the area of agricultural product
recommendations:

1. The potential of using LMMs has not been fully explored.
Although LMMshave achieved great success in other domains,
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their application in the field of multimodal recommendation
has not been fully explored and utilized.

2. Presently, the majority of recommendation systems rely on
product similarity as the primarymeans ofmodeling products.
However, this approach frequently proves inadequate for
fully accounting for the intricate interconnections between
products. In the act of selecting products, users would not
only attend to the attributes of individual items but will also
considered the interrelationships between products, such as
the complementarity of functions and the alignment of usage
scenarios.

3. Recommendation algorithms from the user’s perspective need
to be further explored. Most current agricultural product
recommendation algorithms mainly focused on considering
factors such as soil and crop, while user needs and preferences
were often neglected. Although there have been studies
focusing on recommendation algorithms from the user’s
perspective, there were still some shortcomings. For instance,
the impact of distinct modalities and analogous users on user
modeling remains underappreciated, resulting in incomplete
user feature extraction.

In order to solve the above problems, this paper has proposed an
agricultural product recommendation algorithm based on LLAVA
and user modal preference, MP-LLaVRec, which improved the
network architecture of the FREEDOM [14] to satisfy the users’
needs and enhance the effectiveness of the recommendation system
and the user experience. The main contributions of this paper
are as follows:

1. We proposed an agricultural product recommendation
algorithm, MP-LLAVRec, based on LLAVA and user modal
preference. This model employed LLAVA to enrich product
descriptions, incorporated product associations to derivemore
comprehensive product information, and investigated user
preference representation to enhance user modeling.

2. We generated richer product performance descriptions
through LLAVA, filling in the gaps of the original
textual information to create more comprehensive product
information.

3. We introduced product association relationships and
combined with product similarities, thereby enhancing the
ability to capture potential associations between products
in multiple dimensions. This, in turn, optimized product
modeling strategies, thus improving the accuracy of product
representation.

4. A user modality preference extraction module was proposed.
The user modality preference extraction module investigated
the fundamental relationship between user representation
and its representation on diverse modal data, thereby seeking
to enhance the efficacy of multimodal recommendation
systems when interactions were unclear, and to augment
the precision and personalization of recommendations
by analyzing the interactions between individuals with
analogous preferences.

With this approach, we can fully utilize the powerful
knowledge of LMM for data augmentation and accurately capture
user preferences and product characteristics to provide more

accurate and personalized recommendation services to users,
thus improving the effectiveness of recommendation systems
and user satisfaction. In comparison to the FREEDOM [14],
MP-LLAVRec exhibited enhancements across all four evaluation
indicators. In particular, the model demonstrated an improvement
of 19.19% in Recall@10, 18.41% in Recall@20, 13.65% in
NDCG@10, and 13.63% in NDCG@20, outperforming other
baseline models.

2 Related work

2.1 Multimodal recommendation

Early recommendation algorithms were mainly based on
collaborative filtering, which explored the similarity between users
or items by using the user’s historical behavioral data or the content
features of the items [22] to make personalized recommendations.
With the booming development of e-commerce, social media,
and other platforms, the introduction of multimodal information
brings new opportunities and challenges to recommender
systems. In this context, multimodal recommendation not
only focused on the user’s shopping history and clicking
behavior, but also provided a more personalized and accurate
recommendation service for the user by integrating multi-
element information such as image, text, audio, etc., which can
be used to make personalized recommendations. POWERec [23]
effectively and efficiently models modality-specific user interests
through a single shared basic user embedding and different
modality prompts.

With the rapid development of graph neural networks, this
cutting-edge technology has been gradually introduced into the
field of recommendation algorithms. In recommendation tasks,
Graph Neural Networks (GNNs) were often used to learn node
representations of users and items. GNNs are capable of not
only capturing user-product relationships but also of identifying
the inherent graphical structure present in the data [24]. Taking
NGCF [25] as an example, the method captured user behavioral
characteristics by performing iterative adjacency aggregation in
the user-item view. MMGCN [17] improved recommendation
performance by integrating multimodal information (e.g., text,
images, etc.) to better capture user preferences for different modal
contents. GRCN [18] improved recommendation performance
by adaptively refining the structure of the interaction graph
and identifying and pruning potential false positive edges.
LATTICE [19] constructs a modality-aware graph structure
learning layer that is able to learn the item graph structure
from the multimodal information and combine the multimodal
graphs. By exploiting graph convolution, items were able to
derive useful higher-order information from the neighboring
entries of their learned graph structures. FREEDOM [14] frozen
item-item graphs and simultaneously denoised user-item graphs
with degree-sensitive edge pruning based on LATTICE [19] for
multimodal recommendation. This recommendation approach
focused on exploring the potential relationship between
users and items.
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2.2 Recommendation algorithms based on
large language models

The existing methods of using LLMs for recommendation are
usually divided into two categories. The first approach is to utilize
the large language model as a recommendation model. This model
was based on users’ interests, browsing history, and preferences,
and provides more targeted and relevant recommendations, thus
increasing the likelihood that userswill accept the recommendations
and made purchases [26]. Approach that combined ChatGPT,
traditional information retrieval, and sorting capabilities not
only leverage ChatGPT’s strengths in deep understanding and
natural generation, but also combines the accuracy of traditional
information retrieval techniques with the efficiency of sorting
techniques to improve ChatGPT’s recommendation capabilities
[27]. In order to enhance the accuracy of LLM in discerning
the relationship between users and products, PrOmpt Distillation
employed a process of converting discrete prompts into continuous
cue vectors, thereby improving the efficiency of LLM-based
recommender system [28]. These studies have demonstrated
the potential of LLMs as powerful recommendation models,
but the research focus has mainly been on the direct use
of LLMs for recommendation purposes. The second class of
approaches performs data augmentation through large language
models aimed at optimizing the input text for personalized
content recommendation. LLMs were employed to automatically
craft descriptive text for movies and books, leveraging few-shot
prompting techniques for seamless integration into a recommender
system [29]. The Llama4Rec enhanced the efficacy of traditional
recommendation models and LLMs through the implementation of
data augmentation and prompt augmentation strategies. Moreover,
there were techniques for leveraging LLM to enhance graph
representation, thereby improving recommendation capabilities.
This was achieved by deepening the understanding of item
attributes, strengthening the interaction between users and items,
and analyzing user nodes in a natural language context [30]. This
approach addressed the issues of data sparsity and low-quality
side information in recommender systems. The results of these
studies demonstrated that the augmentation and optimization of
recommender systems through the use of LLMs could lead to a
notable improvement in performance.

In contrast with the aforementioned methodologies, we
devised a novel approach that integrated LLAVA and product
associations. This strategy augmented the quality of product
data and facilitated a comprehensive examination of potential
inter-product relationships, thereby enhancing the precision
of product representations. To ensure the accurate capture
of user characteristics, a user modality preference extraction
module was developed to facilitate a more in-depth examination
of user representations through the construction of user
preference features.

3 Materials and methods

The MP-LLaVRec is shown in Figure 1. It mainly consists of
a LLaVA-based data augmentation, construction of the product
isomorphism, and user modality preference extraction. Firstly,

LLAVA is introduced as a data enhancement tool to solve the
problem of inadequate and imprecise product descriptions in the
original data set. Secondly, by integrating product association and
similarity relations, a more comprehensive and accurate product
representation is obtained. Finally, the user modality preference
extraction module deeply mines the user preference characteristics
in different modalities to identify the potential associations
and mutual influences between users, thereby extracting user
representations more accurately.

3.1 Problem statement

In this context, the symbols U and I are used to denote the sets
of users and products, i.e.,U = u, I = i. A user-product heterogeneous
graph G = (V,E) is constructed, where the set of nodes V consists
of the total set of users and products, i.e.,V = U∪ I. The set of
edges E denotes the interaction situation between the users and
products, and is defined as E = {(u, i) |u ∈ U, i ∈ I}. The edges of
the graph are defined as connections between users and products.
Each edge connects a user u to a product i. The matrix Q ∈
ℝ|U|×|I|,which is based on the user-product interaction situation,Z ∈
ℝ|V|×|V| is a symmetric adjacency matrix. The expression for Z
is given by Equation 1.

Z = (
0 Q

QT 0
) (1)

In this matrix, if the user u has interacted with the product i, then
Zui = 1, whereas if the user u has not interacted with the product i,
then Zui = 1.

3.2 LLaVA-based data augmentation

In traditional recommend systems, the quality of
recommendations was closely tied to the completeness of product
descriptions. Incomplete product descriptions may lead to
suboptimal recommendation outcomes. To address this issue,
we enhance the original product descriptions by generating
corresponding text descriptions from product images using
LLAVA. This supplementary approach aims to improve the overall
effectiveness of the recommendations, as illustrated in Figure 2.
In this study, we use a pre-trained model of LLAVA to generate
textual descriptions of product images. The LLAVA model has been
pre-trained on large-scale visual and linguistic data, demonstrating
its excellent performance in multimodal tasks [20]. Specifically,
the LLAVA-1.5 version was employed, which integrates CLIP’s
visual coder and Vicuna’s linguistic decoder, fine-tuned end-to-end
with instruction data generated by ChatGPT/GPT-4. Additional
prompts are applied to the LMM through relevant complementary
textual information that can accurately represent the produce’s
functionality, instructions for use, etc. This ensures that the
generated text meets the desired format and content requirements,
as shown in Equation 2.

text = fLLaV a (image) (2)
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FIGURE 1
A framework of our proposed MP-LLaVRec.

The generated text will be integrated into the original
text and image as a new modality textgenerate, so M =
{v, textorignial, textgenerate}. The text is processed through the
sentence-transformer to process the generated text representation
of agricultural product i, and the embedded representation is
e
textgenerate
i .

This module offers a more comprehensive representation
of information, while also employing other modal data to
supplement any missing information. The incorporation of this data
augmentation strategy enhances the precision and dependability of
the recommender system, thereby optimizing the user experience
and the quality of recommendations.

3.3 Construction of the product
isomorphism

The majority of recommendation algorithms employed product
similarity as a means of facilitating recommendations. Nevertheless,
in the context of actual recommendations, the concept of similarity
can only reflect the substitution relationship between two products.
Once a user has purchased a specific product, the relevance of the
substitution relationship is reduced. Consequently, greater emphasis
should be placed on other attributes, such as complementarity and
scene matching between products. Consequently, we integrate the
associative relationships between products with their similarities
to construct a more comprehensive model of products, thereby
enhancing the precision of recommendations.

The cosine similarity metric is employed to assess the degree
of similarity between two given produce items,as illustrated in
Equation 3. This calculation is based on the embedding of the
produce items in different modalities. The process of computing
the cosine similarity involves identifying the k products that are
most similar to the target agricultural product in the corresponding
modality. This is followed by the construction of k-nearest
neighbor agricultural product isomorphisms, denoted as Sm, for
each modality.

Smij =
(emi )

T ⋅ emj
‖emi ‖‖e

m
j ‖

(3)

where emi and emj denote the embeddings of product i and j,
respectively, in m modes, and Smij represents the similarity between
them. This module constructs an association homography G′ =
(V′,E′)) of agricultural products carrying higher-order linkage
information based on the affinities between different associations.
V′ consists of the set of items, i.e.,V′ = I.The set of edges E′ describes
the associations among agricultural products. The set of edges
is denoted by E′ = {(i, i′)|i ∈ I, i′ ∈ I′},where I′ ∈ I\{i}.I′ represents
the items i hat are excluded from the set I.Each edge connects
two different products and these edges represent four unique
interactions:“also_view”, “also_bought”, “view_bought”, and “both_
bought”, as shown in Figure 3. Different affinities ω are assigned to
different edges according to different interactions. The construction
of the relationship graph enables a more comprehensive grasp
of the intrinsic connection between products. The different
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FIGURE 2
An example of data augmentation using LLAVA.

affinities can accurately measure the contribution of different types
of relationships to the product descriptions. Their connectivity
information representation is shown in Equation 4:

G′ij =
{{
{{
{

3
∑
k=0

ωk There are correlations between i and j.

0 others
(4)

where G′ij is the sum of the affinities between product i and j in
the homogram of agricultural product association relationship, and
ωk denotes the affinity between the products under a particular
relationship. To better merge the association relation isomorphic
G′ with Sm, as shown in Figure 4, we introduce the relative weight
matrix Q to adjust Sm and G′, as shown in Equations 5, 6:

Am = Sm + β(Q(G′ − Sm)) (5)

Q =
βG′

Sm
(6)

The factor β is used to measure the ratio between correlations and
potential relationships. In order to accurately and efficiently capture
the relationships between nodes, we retain the k edges with the
highest similarity value with the product and use the normalized
Laplace matrix approach to reflect the structural and connectivity
information between the nodes meticulously.

In order to comprehensively represent the top-k isomorphic
graph of text modality pertaining to product description, it is
imperative to aggregate both text modality and generative text. This
aggregation is succinctly illustrated in Equation 7.

At =
ιtext_generate

k
Atext_generate +

ιtext_orignial
k

Atext_orignial (7)

where ιtextgenerate + ιtextorignial = 1. To ensure precise representations
of products, we utilize a multilayer graph convolution operation.
This facilitates the aggregation and dissemination of information
for agricultural product feature representations across various
modalities, as delineated in Equation 8. The combination of the
generative text with the original text data has resulted in the modal
at this point containing only the elements {t,v}.

hm
l

i = ∑
j∈S(i)

Am
ij ⊙ h

ml−1

i (8)

where S (i) represents the neighbor items under modality m.The
notation hm

l

i denotes the l-th layer representation of product i under
modality m and get the last layer representation as hmi . In this
instance, the value of hm

0

i should be set to the initial value of emi .The
importance of different modes is represented by assigning weights
so that modal fusion can be better realized to represent product
embedding, as shown in Equation 9:

ei = ∑
m∈{v,t}

ιmh
m
i (9)
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FIGURE 3
A product relationship diagram.

FIGURE 4
The fusion process of the G′ and Sm.

where,ιm is used to denote the importance of different modes for the
accurate representation of product features.

3.4 User modal preference extraction

Current recommendation algorithms frequently failed to fully
consider the user’s modal preference characteristics and their
impact on user modeling. This results in an excessive reliance
on user-product interaction in the extraction of user features.
To address this issue, we propose the implementation of a user
modal preference extraction module. This module employs a
comprehensive approach to elucidate the intrinsic interconnections

between user representations and their manifestations in disparate
modal data. It is capable of discerning potential interactions between
distinct users.

In the process of user-product interaction, it is common for
two users to interact with the same product but provide disparate
ratings. In this case, the evaluation method that relies solely on
the interaction relationship and assumes that the two users possess
identical interest characteristics fails to account for the discrepancy
in product ratings, resulting in a certain degree of deviation in user
modeling. This may ultimately lead to suboptimal recommendation
model results. It is therefore necessary to consider not only the
interaction between users and agricultural products, but also the
data provided by user ratings. Based on the user-agricultural
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FIGURE 5
The process of establishing a user relationship network. The numbers within the graph indicate the frequency of ratings for the same products
among users.

product heterogeneous graph, MP-LLAVRec extracts the N users
with the closest ratings to the target user through rating similarity,
thereby constructing a user relationship networkGu with high-order
connectivity information. These users are regarded as neighboring
nodes of the target user, as illustrated in Figure 5.

In accordance with the user relationship network Gu, which
carries high-order connectivity information and the user preference
embedding emu , the relationship network corresponding to the target
user and its semantic information are connected in series. In
particular, the user modality preference feature Equations 10–12 is
employed to quantify the correlation degree Lm of each user node
across all modalities through feature transformation. This process
yields the intricate relationship GLm between the normalized user
nodes, which is subsequently represented by the Laplacian matrix as
Equation 13.

wm =W( fmgate (e
m
u )) + b (10)

wm = Relu (tanh (wm)) (11)

Lm = (wm)Twm (12)

GLm = D−
1
2 L̃mD
− 1

2 (13)

where fmfate(•) is the gating function, which is used to adjust the user
modal preference information,W represents the learnable matrix, b
denotes the bias,and D denotes the diagonalization degree matrix
of L̃m with L̃m = L

m + I. In order to more accurately reflect user
characteristics in the user preference features, we have enhanced
the expression ability of emu in accordance with the specifications
set forth in Equation 14.

emu = GLm ⋅ eu + emu (14)

In order to obtain accurate representations of userswith different
modal preferences, a Multi-Layer Perceptron (MLP) is employed
to perform feature transformation and nonlinear mapping on the
user preference representation emu . Node embeddings are then

sorted and selected based on preferences. The most pertinent
information for users is retained during the downsampling process,
as illustrated in Equation 15.

Emu = DownSample(sort(MLP(emu ))) (15)

The target user and each of its neighbor node features are
aggregated through Gu, resulting in the construction of a local
user feature embedding set ̇emu that incorporates the influence of
neighbors, as illustrated in Equation 16. Given the close connection
between the global information feature Ėmu and the local information
feature ̇emu , it is essential to establish a link between local and global
information in order to update the user feature representation.
As the propagation characteristics of GLm are capable of fully
considering the isolated local user embedding and accurately
obtaining the usermodality preference representation, we utilize the
normalizedGLm to transfer the global information representation in
Equation 17. The ultimate embeding of user preference is illustrated
in Equation 18.

̇emu = Aggregation(E
m
uj) (16)

Ėmu = GLm ̇emu Wm (17)

em
l

u =
{
{
{

̇Eu
m l = 0

Gu ⋅ em
l−1

u l > 0
(18)

where ̇emu derived from user u along with the aggregation of its
neighboring node j’s features,Wm is a learnable matrix. In light of
the fact that each user may exhibit disparate affinities for distinct
modalities, we propose that the u’s affinity for different modalities,
ξmu , serve to quantify the degree of attention that u directs towards
modality m. Consequently, the user embedding is illustrated in
Equation 19.

eu =
|M|

∑
m
ξmu ⋅ emu (19)

In order to aggregate the information on all the constructed graphs, a
multi-layer graph convolutional neural network is employed to learn
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and update the embedding of users with products. This is expressed
in Equations 20, 21:

e0 = concatenate(eu,ei) (20)

El = Z ⋅ el−1 (21)

The embedding matrix El, obtained through multi-layer neighbor
matrix propagation, is integrated and partitioned in order to
ultimately derive the embedding of eu and ei.

In MP-LLavRec, the user modal preference extraction module
considers the user’s modal preferences in their entirety and
assigns different affinities, ξmu , to different modalities. This multi-
angle user-accurate modeling method is capable of capturing
user characteristics in a more comprehensive manner, thereby
markedly enhancing the performance and user experience of the
recommendation system.

3.5 Optimization

Given the considerable amount of implicit data inherent in
produce recommendation systems, particularly the absence of
explicit ratings for produce items, the Bayesian Personalized
Ranking (BPR Loss) method serves as the chosen loss function.
BPR Loss is specifically crafted to maximize the contrast between
the scores of positive and negative samples, leveraging matrix
decomposition alongside user-produce rating matrices. For
optimization, Bayesian maximization of the posterior probability is
employed. The training data is represented as a multitude of triples
(u, i, j), denoting that user u favors the selection of product i over
produce j. In the current framework, the loss function is defined as
illustrated in Equation 22.

LBPR = ∑
(u,i,j)∈R
(−logσ(eTuei − eTuej)) + λ ∑

m∈M
σ(eTue

m
i − e

T
ue

m
j ) + ρ‖Θ‖

(22)

where M = {v, textoriginal, textgenerate}, eu denotes the embedding
of the target user u obtained according to the aforementioned set of
user preference features,ei and ej represent the embedding vectors
derived from the set of product representations associated with the
positive term i and the negative term j, respectively. denotes the
degree of user u’s preference for product i.The symbol Θ denotes the
model parameters,λ is the hyperparameter used to measure the loss
term and regularization term of the model to control the complexity
of themodel, the hyperparameter ρ is the hyperparameter to control
the L2 regularization effect and σ is the activation function.

4 Results and discussion

4.1 Dataset

The experiments are conducted on the Garden dataset, a public
review dataset provided by Amazon that covers waste materials,
pesticides, and other related products. In addition to scrap and
pesticides, other kinds of supplies, such as tools and seeds, are
also included in the experimental data to expand its diversity and

representativeness. The dataset contains information about users’
ratings of agricultural products, as well as textual information
related to the agricultural products, including product names,
brands, and descriptions. It is noteworthy that the dataset also
provides visual information related to the products, in addition to
textual information. Furthermore, in order to accurately construct
the correlation relationship graph, the item relevance content
in the dataset is introduced, and the details of the dataset
are shown in Table 1.

4.2 Evaluation metrics

To evaluate the effectiveness of LLaVRec on the top N
recommendations, we use two commonly used metrics:

• Recall@K metric is defined as the proportion of relevant
items among the top-k recommendations for the user, as
formalized in Equation 23.
• NDCG@K is a metric that assesses the relative ranking of

positive and negative items within the top-K positions of the
ranked list, as shown in Equation 24.

Recall = TP
TP+ FN

(23)

NDCG@K = 1
k

K

∑
i=1

2ri−1
log2 (i+ 1)

(24)

where ri represents the relevance score of an item located at position
i, TP is the number of true positives, FN is the number of false
negatives.

Typically, we set N to 10 and 20.Thismeans that we will evaluate
the performance of our framework when providing the top 10 and
the top 20 recommendations, respectively.

4.3 Implementation details

Following the existing work FREEDOM [14], the dataset
was partitioned into training, validation, and testing sets with
proportions of 80%, 10%, and 10%, respectively. This strategy was
employed to ensure random selection of user-item interaction
records in each set, minimizing potential bias. Additionally,
all models underwent 1,000 iterations, with early stopping
implemented after 20 rounds. Recall@20 was used as the stopping
criterion on the validation set, and the model that achieved the
best performance on the validation set was chosen for the final
evaluation on the test set. MP-LLaVRec set the embedding size to 64
for all modeled users and products, and initialized the embedding
parameters using the Xavier method with the Adam optimizer.
Python was used as the main programming language, and Python
version 3.7 was chosen, while Visual Studio Code was used as the
integrated development environment [8].

For parallel computing tasks, we chose NVIDIA GeForce RTX
3090 as the graphics processing unit (GPU), along with CUDA 11.7
as the GPU parallel computing platform. This choice aims to fully
utilize the computational power of GPUs and improve the efficiency
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TABLE 1 Dataset statistics.

Dataset #Users #Items #Interactions #Sparsity

Garden 1,686 961 13,274 99.18%

of experiments. Meanwhile, we use PyTorch 1.13.1 as the deep
learning framework to support model development and training in
our experiments.

4.4 Baseline methods

To evaluate the effectiveness of our proposed model,
we compare it with several traditional and state-of-the-art
recommendation models:

VBPR [16] integrates visual features and implicit feedback
data to enhance the efficacy of ranking tasks in personalized
recommender systems.

MMGCN [17] exhibits the capability to capture both local and
global feature information through the processing of graph data
across various scales.

GRCN [18] enhances the efficacy and precision of graph
convolutional networks in multimedia recommendation tasks
involving implicit feedback by dynamically modifying the structure
of the user-item interaction graph to identify and eliminate potential
false alarm edges.

DualGNN [31] is based on user-microvideo bipartite graphs and
user co-occurrence graphs, which utilise correlations between users
to collaboratively mine specific fusion patterns for each user.

SLMRec [32] augments the effectiveness of recommendation
algorithms by integrating graph neural networks and multi-task
learningmethodologies.This approach leverages data augmentation
and contrastive learning techniques to unveil latent patterns within
multimodal content, thereby enhancing recommendation accuracy
and performance.

FREEDOM [14] elevates recommendation precision by freezing
the item-item graph structure while denoising the user-item
interaction graph structure. This strategy not only diminishes
memory requirements but also enhances the computational
efficiency of the underlying recommendation engine.

BM3 [33] eliminates the necessity for random negative
instances, which facilitate interaction between users and items in
the model. Instead, BM3 employs a potential embedding discard
mechanism to perturb the original user’s and item’s embeddings.

DRAGON [34] improves the accuracy of recommender
systems by constructing homogeneous graphs to enhance
binary relationships between users and items, and by learning
dual representations of users and items to capture their inter-
relationships as well as intra-relationships.

MGCN [35] has been demonstrated to enhance the precision
of multimedia recommender systems and the thoroughness of
user preference modelling through behaviour-guided modal feature
purification, multi-view information coding and behaviour-aware
modal feature fusion.

POWERec [23] strategically leverages two core components:
prompt information and weak modality enhancement. Initially, the

algorithm integrates user interest learningwithmultimodal prompts
to meticulously model the distinct user interests across modalities.
This entails the utilization of individual user embedding alongside
the integration of diverse modal prompts, consequently heightening
the personalization level of recommendations. Additionally, the
incorporation of weak modal enhancement training facilitates
improved user interest learning within modalities exhibiting
unreliable prediction outcomes.

4.5 Performance comparison

Table 2 compares the accuracy of MP-LLaVRec for product
recommendation in terms of two evaluation metrics, Recall as well
as NDCG, from which we can draw the following conclusions:

1) Compared to the benchmark model FREEDOM [14], MP-
LLaVRec has improved in all four evaluation metrics,
specifically, it has improved by 19. 19% on Recall@10,
18.41% on Recall@20, 13.65% on NDCG@10, and 13.63%
on NDCG@20, outperforming the other baseline models.
The improvement of the effect is mainly due to the data
augmentation of agricultural products using LLAVA, the
construction of agricultural product association relationships,
and the representation of user preferences. Using LLAVA to
enhance the data of agricultural products can effectively deal
with the situation where the recommendation performance
is affected by the absence of some modes. The correlation
relationship of agricultural products aims to emphasize the
direct relationship between products, which makes up for the
shortcomings of the recommendation system based only on
product similarity.Theuser preference representation takes the
user as the first perspective, and learns the target user’s modal
characteristics through its ratings related users.

2) The traditional VBPR model mainly makes recommendations
based on mining implicit feedback and combining visual
features. Therefore, VBPR tends to produce better results for
products with strong visual elements. MMGCN, on the other
hand, mainly constructs user-item graphs based on implicit
feedback and adopts graph neural network message passing
mechanism. In addition, MMGCN also considers the contents
of different modal expressions. Therefore, on multimodal
datasets, MMGCN can produce better recommendation
results compared to VBPR.

3) In the graph-based multimodal recommendation algorithm,
GRCN outperforms MMGCN by 15.65% on four metrics,
primarily because it identifies and prunes potential noise,
improving the performance of graph neural networks through
graph refinement operations. SLMRec, which incorporates
self-supervised learning as an auxiliary task, leverages
data augmentation strategies like feature discarding and
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TABLE 2 Overall performance achieved by different recommendation methods in terms of Recall and NDCG.We mark the global best results on each
dataset under each metric in boldface and the second best is underlined. Modal reference involves the consideration of different user modalities.

Models Modal reference Recall@10 Recall@20 NDCG@10 NDCG@20

VBPR(16) 0.1030 0.1651 0.0547 0.0709

MMGCN(19) ✓ 0.1155 0.1823 0.0655 0.0826

GRCN(20) 0.1361 0.2090 0.0758 0.0945

DualGNN(21) ✓ 0.1415 0.2191 0.0801 0.1002

SLMRec(22) 0.1345 0.2019 0.0747 0.0922

FREEDOM(23) 0.1376 0.2026 0.0791 0.0961

BM3(23) 0.1429 0.2199 0.0835 0.1034

DRAGON(23) ✓ 0.1484 0.2122 0.0853 0.1016

MGCN(23) 0.1525 0.2162 0.0860 0.1024

POWERec(24) ✓ 0.1262 0.1910 0.0748 0.0914

MP-LLaVRec(Ours) ✓ 0.1640 0.2399 0.0899 0.1092

feature concealment. These techniques help the model
better understand and generalize multimodal data in large
datasets. However, in smaller datasets, these augmentation
strategies may not have enough data to effectively capture the
relationships between multimodal data, negatively affecting
the representation of both user and product features. As a
result, SLMRec performs worse than GRCN on this dataset.

FREEDOM, the most effective model in the control group,
excels by reducing the risk of overfitting—particularly when data
is scarce—by freezing the item-item graph structure. In cases with
small data volumes and noisy data, FREEDOM’s denoising strategy
effectively minimizes the impact of noisy edges, ensuring accurate
user representation. Compared to GRCN, FREEDOM improves all
three metrics (Recall@10, NDCG@10, NDCG@20) with an average
improvement of 2.38%. However, it slightly underperforms GRCN
on Recall@20. This is because Recall, which measures the number
of relevant items in the recommendation list, tends to be lower
as the list grows. FREEDOM is more adept at capturing user
interest in shorter lists, while GRCN, which dynamically updates
the graph structure, performs better on longer lists. For NDCG,
which accounts for the position of items in the list, FREEDOMexcels
at providing high-quality recommendations at the top, whereas
GRCN’s flexibility allows it to maintain performance on longer lists,
contributing to its better Recall@20 score.

POWERec’s Weak Modal Augmentation aims to enhance
learning of user interests in weaker modalities by introducing
hard negative samples. However, with smaller datasets, generating
effective hard negatives is challenging, leading to poor learning
and generalization. Additionally, POWERec is more susceptible to
noise and outliers, whereas GRCN’s graph refinement helps reduce
these effects.

The experimental results in Table 2 highlight the effectiveness
of using LLAVA for product data augmentation. The introduction

of associative relationships and the learning of user representations
across modalities through a user relationship network with higher-
order connectivity further enhance performance.

4.6 Ablation studies

MP-LLaVRec selected FREEDOM as the base model on which
a series of studies were conducted to gradually introduce different
key components to evaluate the impact of each component on
recommendation performance. The specific components evaluated
in this study were:

base + R: Based on the original model, only correlations
between agricultural products are added;
base + oL: data augmentation of agricultural products using
LLAVA and linking the results of the data augmentation
directly to the original data without using any fusion method
or improvement of the base model;
base + R + S: adding the correlations between products and the
representation of user preferences to the original model;
base + L + S: the result of adding the user preference
representation to the original model and using a specific
fusion method combined with products data augmentation
using LLAVA;
base + L + S + R(MP-LLaVRec): a specific fusion approach
combined with LLAVA for data augmentation and the
addition of product associations and the representation of user
preferences;

We report the comparative results in the fourmetrics in Figure 6.
The experimental results demonstrate that the integration of
the LLAVA with agricultural product data leads to a significant
performance improvement. This enhancement is primarily due to
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FIGURE 6
Comparison of FREEDOM with MP-LLaVRec.

the LLAVA’s ability to generate more detailed product descriptions
from images, effectively filling in gaps in the original textual
information. As a result, the model’s capacity to process agricultural
data is optimized. This improvement is especially valuable in
scenarios where modal or sparse interaction data is lacking, as
it enhances the model’s ability to capture the semantic intricacies
of agricultural products. By augmenting the full range of product
features, the data enhancement tool strengthens the model’s
comprehension of the semantic subtleties inherent in agricultural
data, enabling a more comprehensive interpretation.

Merely establishing correlations between products has limited
impact on model performance, as simple product relationships fail
to fully leverage the potential value embedded in user behavior
data. However, combining product correlations with user preference
representations has been shown to significantly improve model
performance, highlighting the importance of the complex interplay
between products in recommendation systems. This integration of
user preferences is particularly beneficial, as it allows for the delivery
of more personalized and targeted recommendations.

Furthermore, incorporating user modal preferences has
demonstrated substantial improvements in performance,
underscoring the critical role of user preferences in
recommendation system. A comprehensive analysis of user-product
interaction data enables the model to more accurately capture the
personalized needs of users, further enhancing its effectiveness.

4.7 Hyperparameter sensitivity study

4.7.1 Text feature fusion
The text fusion ratio,μt,is introduced to regulate the proportion

of weights between the original text and the large multimodal

model-based LLAVA generative text in the text representation.
The initial value of the generative text,ιt, is initially set to 0 and
then increased in steps of 0.1 until it reaches 1. This process is
entirely dependent on the generative text. As illustrated in Table 3,
varying μt yielded suboptimal outcomes for both Recall@20
and NDCG@20. In particular, the generative text is effective to
a certain extent in improving retrieval quality in text feature
fusion. However, excessive dependence may result in performance
degradation. Although LLAVA is capable of generating relatively
smooth text, its generated text may also contain ambiguities
or errors, particularly when dealing with specific domains.
Original text is typically derived from authentic data and
information, which is replete with intricate details and domain-
specific knowledge. An excessive reliance on generated text
may result in a reduction in the utilization of this information,
which in turn may lead to the generation of less informative
retrieval results.

4.7.2 Multimodal feature fusion
The Multimodal Feature Fusion model extracts both

image and text data from the raw data and combines it with
the large multimodal model LLAVA to explore the feature
representation that best represents the product. The influence
of different modal information on the model is investigated
by setting the initial value of the visual scale φweight to 0 and
incrementally increasing it in steps of 0.1–1. When φweight it
can be seen that the product feature representation is entirely
dependent on textual information, including the original textual
data and the augmentation of data generated based on the
multimodal large model LLAVA. Conversely,φweight = 1 signifies
that the product feature representation is wholly reliant on
image data. Table 3 presents the results of the Recall@20 and
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TABLE 3 Performance metrics for different hyperparameter μt and φweight on the MP-LLaVRec.

Hyperparameter μt φweight

Recall@20 NDCG@20 Recall@20 NDCG@20

0.0 0.2324 0.1049 0.1970 0.0926

0.1 0.2357 0.1061 0.2300 0.1069

0.2 0.2357 0.1060 0.2399 0.1092

0.3 0.2385 0.1084 0.2370 0.1059

0.4 0.2399 0.1092 0.2364 0.1071

0.5 0.2385 0.1073 0.2363 0.1065

0.6 0.2379 0.1070 0.2350 0.1062

0.7 0.2371 0.1075 0.2331 0.1056

0.8 0.2354 0.1071 0.2315 0.1041

0.9 0.2341 0.1070 0.2312 0.1056

1.0 0.2324 0.1039 0.2304 0.1055

FIGURE 7
Performance of Different hyperparameters β on the MP-LLaVRec.

NDCG@20 evaluations. The findings indicate that textual
features, which include both the original text and generative
text, exhibit superior performance in identifying product
features compared to image features.

4.7.3 Relative weights of associative relationships
The relative weights of associative relationships are of

interest in this context. MP-LLaVRec integrates the associative
relationships between products with the obtained similarity of
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agricultural products in TOP-K, with the objective of identifying
the optimal degree of fusion that most accurately reflects the
relationships between products. The initial value of the relative
weight β is set to 0, and it is incrementally increased in steps
of 0.1 until β = 1. β represents the degree of fusion of the
associative relationships of the agricultural products in the TOP-
K. Figure 7 depicts the recommended results for Recall@20
and NDCG@20. The results indicate that a moderate fusion
of associative relationships between products in the TOP-K
recommendation list can significantly enhance the relevance
and ranking quality of the recommendations. When the β value
exceeds 0.6, the two metrics begin to decline. This may be
due to the overreliance on the correlation relationship, which
may introduce noise and thereby reduce the accuracy of the
recommendation.

5 Conclusion

In this paper, we propose a recommendation algorithm for
agricultural products based on LLAVA and user modal preference
called MP-LLaVRec. The model employs the inference capabilities
of LLAVA to compensate for the absence of product information,
thereby addressing the issue of inaccurate user modeling. We
use the product performance representations generated by LLAVA
to supplement the absence of original textual information and
construct more comprehensive product information. In order
to accurately portray user modal preference, we utilize the
modal preference extraction module, which is based on users’
historical ratings and their behavioral data, to explore users’
modal preferences for different modal contents. Furthermore, the
impact of associations on product representations is considered,
thereby enabling the algorithm to comprehend the combination
of agricultural products that may be of interest to the user. This
initiative enables the recommendation system to identify users’
personalized needs with greater precision. MP-LLaVRec conducted
experiments on Amazon’s public dataset and compared the results
with ten baseline models from the literature. In comparison to the
aforementioned baseline models, MP-LLaVRec exhibits superior
performance.

Despite the significant results achieved in this study in
agricultural product recommendation, there are still some
shortcomings that deserve attention. For example, MP-LLaVRec’s
dependence on different modalities may be uneven and the mining
of domain-specific key features is still insufficient; the introduction
of the LMM and multimodal selection mechanism increases
the computational complexity, and there may be performance
bottlenecks in large-scale or real-time scenarios. In addition, the
model still has room for improvement in the dynamic trade-
off between short-term and long-term interest modeling, the
interpretability of recommendation results, and cross-domain
adaptability. Future research can explore more efficient LMM
architectures and advanced user behavior modeling techniques
to further enhance model performance and applicability.
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