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With the rapid growth of data volume in enterprise management systems
and the continuous complexity of network architecture, traditional network
security protection methods are no longer sufficient to fully address the security
challenges. In response to the problems of insufficient accuracy and high
time consumption in traditional network security anomaly detection methods,
this paper proposes a detection model combining attention mechanism
based spatial convolutional network and gated attention transformer (AMSCN-
GADetector). It is an enterprise management network security anomaly
detection method based on deep learning, aiming to achieve efficient
and intelligent monitoring and management of security anomaly data in
enterprise management network. This method combines spatial convolutional
network and gating mechanism, which are used to extract spatial features
from enterprise management network security data and learn non-local
interaction relationships between features. In addition, by introducing attention
mechanism, AMSCN-GADetector can accurately calculate the importance
weights of network security data features. This effectively reduces the loss
of critical security information in the detection process. Finally, through
comparative experiments, it is verified that AMSCN-GADetector exhibits superior
detection performance compared to other models, providing solid technical
support for the stable operation and long-term development of enterprise
management.

enterprise management network, attention mechanism, security, deep learning,
anomaly detection

Highlights

(1) This paper proposes a detection model for enterprise management network security
anomaly detection.
(2) The method integrates gating mechanism with self-attention mechanism, which can
accurately model contextual semantic information and global spatial
relationships.
(3) The method demonstrates advantages in detection accuracy and attack threat
type recognition ability.
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1 Introduction

With the rapid advancement of information technology,
enterprise management systems have become the central hub
for intelligent decision-making in modern business operations.
They not only gather massive amounts of business data, but also
leverage cutting-edge information technology to achieve real-
temporal data access and efficient governance. However, in this
wave of digital transformation, enterprise management systems
are also facing increasingly complex and ever-changing network
security challenges. Threats such as system vulnerabilities, hacker
infiltration, malware attacks and sensitive data leaks are like hidden
currents surging, constantly testing the bottom line of stable
operation and data security for enterprise [1].

In the early stages of enterprise management network
architecture, people often focus on the ease of use and accessibility
of the network, while the emphasis on network security appears
relatively lagging behind. When enterprise networks are still limited
to a small circle of internal LAN, network security issues have
not yet surfaced. But with the acceleration of enterprise digital
transformation, comprehensive network information services
have gradually become standard. The security of data in the
network, whether stored statically on servers or dynamically
transmitted within the network, constitutes the core of network
security. Network security is a field that integrates the wisdom of
multiple disciplines such as computer science, network technology,
communication technology, information security technology,
cryptography, applied mathematics, number theory and information
theory [2-4]. Its core mission is to safeguard the integrity and
security of network data.

The enterprise management network system, with its wide
distribution, open architecture, resource sharing and common
channels, greatly enhances the practicality of the network. But it also
invisibly increases the vulnerability of the system, forcing enterprises
to face the serious issue of network security. The rampant spread of
network viruses, cunning attacks by hackers and employees' deep
expectations for network security jointly promote the enterprise’s
network security protection to a higher level [5-7]. Enterprise
network security aims to ensure that all components of the network
system are protected from accidental or malicious attacks, while
ensuring the continuous and stable operation of the system. Its
ultimate goal is to achieve high confidentiality, integrity, availability
and controllability in the process of information processing and
transmission.

The enterprise management system, as a key support for
the operation of enterprises in the new era, is also the focus
of global business competition and technological innovation.
However, in the early stages of enterprise management system
networking and informatization construction, people focus more
on its availability and convenience, while neglecting the security
of network information resources. With the continuous iteration
and upgrading of enterprise management systems, enterprises
begin to provide comprehensive network information services
and resource sharing. However, the openness of system structure,
wide distribution, common channels and resource sharing force
enterprises to face more severe network security challenges.
Security incidents such as data loss, information leakage, system
tampering, software vulnerabilities, hacker attacks, malicious code
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and internal personnel misoperation are like temporal bombs,
seriously threatening the normal operation of enterprises and
causing huge losses to enterprises and users [8-10]. Therefore,
conducting in-depth research on network factors that pose a threat
to enterprise management systems and building a comprehensive
security system has become a major issue related to the construction
and development of enterprise systems.

Deep learning, as a key technology in the field of artificial
intelligence, is highly prominent in areas such as image recognition,
speech recognition and natural language processing due to its
powerful data processing and self-learning capabilities [11]. In
the field of network security, deep learning technology has also
demonstrated extraordinary strength and is widely used in scenarios
such as network attack detection, malware identification and
anomaly traffic analysis. Especially the introduction of attention
mechanism makes it more precise and efficient in network security
detection. The attention mechanism can simulate the attention
allocation in the model, focusing on key information and ignoring
irrelevant details, thereby significantly improving the accuracy and
efficiency of detection. Through the comprehensive application
of anomaly detection, intrusion prevention and risk assessment
technologies, combined with attention mechanism deep learning
technology, it is possible to create a network security defense line
for enterprise management systems, ensuring their stable operation
and data security.

To effectively respond to network security attacks and
intrusions, the network security detection system, as an intelligent
protection system that combines firewall defense and real-temporal
attack judgment and defense functions. It not only strengthens the
internal protection capabilities of the network, but also enhances
the level of resistance to external attacks. Especially the network
security detection system based on attention mechanism can more
accurately identify and resist network attacks, providing a more solid
guarantee for network security. In response to the performance
limitations, high false alarm rates and long detection cycles of
traditional machine learning methods in network security detection,
more and more researchers are introducing deep learning into
the field of network security data detection and using attention
mechanisms to further improve detection performance [12]. In deep
learning, the addition of attention mechanisms enables it to more
accurately capture key information and improve detection accuracy.
By constructing different neural network structures and optimizing
feature extraction, combined with attention mechanisms, better
classification prediction models can be obtained, providing stronger
support for network security protection [13].

Although traditional deep learning methods are applied
in network security data detection, these methods still seem
inadequate when faced with professional enterprise management
of network security data. Therefore, applying deep learning,
especially combining attention mechanisms, to the field of enterprise
management network security data detection to achieve more
accurate identification and management has become an effective
and promising solution. Deep learning can extract nonlinear
features from massive and complex data, forming higher-level
data representations. While attention mechanisms can focus on
key information and ignore irrelevant details, thereby further
improving learning effectiveness. Therefore, the application of
attention mechanism in the field of network security data detection
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to manage enterprise management systems has become an effective
method. Our main contributions are summarized as follows.

(1) In response to the challenges of low efficiency, low detection
accuracy and inability to accurately identify attack threat types
in current network security data detection methods based on
deep learning, this paper proposes AMSCN-GADetector for
enterprise management network security anomaly detection.
The preliminary feature extraction of enterprise network
security data is carried out using spatial convolutional network,
which effectively extracts the spatial structure and local
features of the data. Subsequently, the features output by
the convolutional layer are used as inputs for the attention
mechanism to dynamically adjust the importance of features,
enabling the model to focus on key information.

AMSCN-GADetector

mechanism with self-attention mechanism,

(2) Furthermore, integrates  gating
which can
accurately model contextual semantic information and global
spatial relationships. This ensures consistency and accuracy
of feature representation, effectively reduces the lack of key
information in enterprise management network security data
and significantly improves the accuracy of model detection.

In order to verify the performance of AMSCN-GADetector,
experimental comparisons are conducted on multiple network
security datasets. The results show that compared with
other baseline methods, AMSCN-GADetector demonstrates

advantages in detection accuracy and attack threat type

3)

recognition ability, providing strong support for enterprise
management network security protection.

The rest of this article consists of four parts. Section II reviews
related literature. Section III provides a detailed introduction to
the enterprise management network security anomaly detection
method based on AMSCN-GADetector. Section IV analyzes the
comparative effect of AMSCN-GADetector on network security
anomaly detection through experiments and metrics based on
multiple datasets and baselines. Finally, Section V is the summary.

2 Literature review

In the management of enterprise network environments, due to
the large amount and high complexity of data, traditional machine
learning methods were inadequate for network security anomaly
detection. Therefore, deep learning technology had gradually
become a research hotspot in this field. Du etal. [14] proposed
a deep long short-term memory network model called DeepLog,
whose core lied in the long short term memory (LSTM). This
could convert complex system logs into easily processed natural
language sequences. Its advantage lay in its ability to automatically
learn and capture inherent pattern features from normal running
log data. Once the system logs deviated from these normal patterns,
DeepLog could effectively identify and mark them as anomaly,
achieving early warning. In addition, DeepLog had the ability
for online incremental learning, which could automatically adjust
and optimize model parameters as new logdata continues to
flood in. This ensured that the model could keep up with system
changes and identify new log patterns in a temporally manner.
Javaid etal. [15] proposed an intrusion detection method based
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on sparse autoencoder and softmax regression. The method first
used sparse autoencoder to extract features in an unsupervised
manner, and then used softmax regression algorithm to construct a
classifier to detect anomaly traffic in the network. The experimental
results on NSL-KDD showed that the method performed well in
accuracy, precision, recall and f-measures values. Shaikh et al. [16]
proposed a deep learning framework that combined autoencoder
(AE) and recurrent neural networks for access control of network
traffic. This framework utilized AE to preprocess data and trained
classification models using LSTM. Experimental results showed
that this method performed well in reducing false positive
rates. Su etal. [17] proposed a traffic anomaly detection model
called BAT to address the issues of insufficient accuracy and
complex feature engineering in the field of network security anomaly
detection. This model integrated a bidirectional long short-term
memory network (BiLSTM) with attention mechanism, aiming to
optimize the extraction and utilization of network traffic features.
The introduction of attention mechanism enabled the model to
finely screen the data packet vector sequence processed by BiLSTM,
focusing on key information. At the same time, BAT also integrated
multi-layer convolutional neural networks (CNNs) to deeply explore
local features of data and improve the accuracy of characterizing
network traffic behavior. The application of softmax classifier
achieved accurate identification of network traffic. As an end-to-end
solution, BAT could automatically learn and abstract hierarchical
key features from raw data, simplifying the model construction
process and improving generalization ability. The experimental
results on NSL-KDD showed that the accuracy of BAT reached
84.25%, demonstrating significant advantages in anomaly detection
accuracy, efficiency and robustness.

Deep learning performed well in detecting network security
anomaly in enterprise management. Derhab et al. [18] proposed
an intrusion detection method based on temporal convolutional
neural networks, which integrated temporal convolution into the
convolutional neural network and optimized it for IoT data,
improving accuracy and reducing training temporal. El Sayed
etal. [19] proposed an improved deep neural network (DNN)
and combined it with feature engineering to select the optimal
subset for training, which improved the ability to detect anomaly
traffic. Ma etal. [20] designed a feature extraction algorithm
in the context of the Internet of Vehicles and constructed an
intrusion detection system that could be deployed in vehicles
using a lightweight gated recurrent unit (GRU). The experimental
results showed that the method had high accuracy and real-
temporal performance. Van etal. [21] used an improved deep
learning model to extract features from TCP/IP traffic data for
anomaly detection in industrial IoT data, experimentally verified
the detection performance of AE and CNNs. Combining multiple
different basic neural network structures can further enhance feature
extraction performance. Andresini et al. [22] designed a multi class
deep learning combination model based on convolutional layers
and attention layers, utilizing attention mechanisms to enhance
feature map extraction. The experimental results showed that
the model made relatively accurate classification decisions for
traffic data. Cao etal. [23] first used random forest and Pearson
analysis for feature selection. Then they designed a combined
network model combining TCN and GRU, embedded attention
mechanism to assign weights to features. The high accuracy of
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their method was experimentally verified. Lee et al. [24] proposed
a model that combined AE and generative adversarial network
(GAN) to address data imbalance and high-performance intrusion
detection issues. Yao etal. [25] used the XGBoost algorithm to
eliminate redundant features and combined CNN and Transformer
to construct feature associations, improving accuracy. Elsayed
etal. [26] proposed a hybrid model of BiLSTM and CNN for
detecting anomaly in smart home networks, using CNN and
BiLSTM to extract spatiotemporal features and achieving good
detection results. Shone et al. [27] proposed a classification model
for asymmetric deep AE and conducted experiments on KDDCup99
and NSL-KDD, demonstrating the potential for improving AE.
Although these methods performed well in specific scenarios such as
the IoT, the Internet of Vehicles and the Industrial Internet of Things,
each method was designed for specific types of data or network
environments. Therefore, their generality and generalization ability
might be limited, making it difficult to directly apply them to other
types of data or network environments.

3 Deep learning driven enterprise
management network security
anomaly detection method

3.1 AMSCN-GADetector

The use of deep learning to achieve intelligent detection of
network security anomaly in enterprise management is an important
research problem. At present, research on using deep learning for
enterprise management network security anomaly detection is still
in its preliminary stage. The existing deep learning-based methods
for detecting network security anomaly in enterprise management
have the problem of insufficient detection capability, with high
false alarm and missed alarm rates, but low accuracy. Therefore,
further research is needed for detecting network security anomaly
in enterprise management based on deep learning. The use of
spatial convolutional network and attention mechanism can better
extract security anomaly features of enterprise management network
and achieve intelligent detection of security anomaly in enterprise
management network. Therefore, this paper proposes AMSCN-
GADetector, it is based on attention mechanism, which combines
spatial convolutional network with gated attention transformation
units. This method incorporates an attention mechanism module
that can dynamically reassign the importance weights of different
network data features, enabling focus on information that is crucial
for identifying security anomaly. In this way, AMSCN-GADetector
not only reduces the burden of computing resources, but also
significantly improves the accuracy and efficiency of enterprise
management network anomaly detection.

To minimize the impact on neural network, we first need to
perform data preprocessing, remove annotations and non ASCII
characters, unify variable and function names. The purpose of
this step is to improve the generalization ability of the model, as
annotations, non ASCII characters, variable names and function
names are not related to network vulnerabilities. Then we use
the word2vec tool to encode it into vector form. As the neural
network takes fixed length vectors as input, we need to do
some data normalization processing on the encoded vectors. We
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mainly consider the following two situations, if the length of the
transformed vector is greater than t, we delete the excess parts.
Otherwise, we treat the missing values by filling the beginning or
end of the vector with a zero vector.

In the field of enterprise management network security anomaly
detection, the current development of deep learning technology
shows a significant trend of continuously expanding dataset size
and significantly increasing model complexity, which directly leads
to a sharp expansion of model parameter quantity. Given the
massive nature of enterprise network data, processing all traffic
information comprehensively and indiscriminately will inevitably
lead to a sharp increase in computing costs. Therefore, as an
efficient information processing strategy, attention mechanism is
particularly important in network security anomaly detection. This
mechanism can intelligently guide the detection model to focus on
key information segments in network data, thereby achieving precise
configuration and efficient utilization of computing resources. This
strategy not only significantly optimizes the execution efficiency of
anomaly detection algorithm, but also further enhances the accuracy
of network security anomaly recognition by effectively filtering
redundant information.

The attention mechanism can be divided into two types based on
its operating mode [28]. They are hard attention and soft attention.
The hard attention mechanism adopts a strict screening strategy,
selecting the most significant item from numerous network traffic
information for individual processing, such as focusing on the
traffic features with the highest probability for analysis. In contrast,
soft attention mechanisms exhibit higher flexibility by assigning
different weights to all traffic information, achieving reintegration
and emphasis of information. Information with higher weights
receives greater attention and weighted processing. We adopt the soft
attention mechanism, with input and output dimensions consistent
with CNN. This feature enables the module to be a plug and play
component, flexibly and seamlessly embedded into existing CNN
architecture, providing strong support for enterprise management
network security anomaly detection tasks.

The basic network components of AMSCN GADetector
are shown in Figure 1, which integrates a spatial convolutional
network with a gated attention transformer unit, aiming to
comprehensively and efficiently solve a series of weaknesses
and limitations in security anomaly detection for enterprise
management network. This method first extracts fine spatial
structural features from the skeleton sequence of input enterprise
management network security abnormal network traffic or log data
through spatial convolution layers, which reflect the spatial
distribution pattern of network activity. Subsequently, in order
to further optimize the feature extraction process and improve
the accuracy of detection, an attention mechanism module is
introduced. It integrates spatial attention, temporal attention and
channel attention mechanism to ensure that AMSCN-GADetector
can focus on key network security event information in all aspects,
thereby enhancing the model’s understanding of complex network
attack patterns or abnormal behavior features, promoting effective
interaction and fusion between different features. Subsequently,
the gated attention transformer unit is used to learn the non
local interactions between these features, namely, the correlations
between different network components or events, which further
enhances the model’s ability to identify network security abnormal
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FIGURE 1
AMSCN-GADetector architecture.

events. In order to improve the stability of the training process and
effectively alleviate the problem of gradient vanishing or exploding,
residual connection is inserted between the spatial convolutional
network and the gated attention transformer unit, as well as in
the deep structure of the entire network. By directly establishing a
fast channel between input and output, stability is provided for the
training process of deep network structure, effectively reducing the
attenuation phenomenon of gradients when propagating between
multiple layers of networks. This enables the model to more flexibly
adjust the learning path when capturing the temporal dependence
and spatial features of network security events, avoiding the
problem of gradient vanishing or exploding caused by increasing
network depth. At the same time, it also promotes the smooth
flow of information in the network and improves the sensitivity
of the model to subtle changes in security anomaly for enterprise
management network.

3.2 Spatial convolutional network

In the field of natural language processing, CNNs have shown
significant results [29]. While spatial convolutional network fully
draws on the advantages of CNNs by constructing double-layer
convolutions to deeply explore the dynamic state characteristics
of network traffic or log data, achieving efficient extraction and
recognition of network anomaly behavior features. In this process,
the max pooling layer is used to obtain the most significant anomaly
features of enterprise management network security, generate
new feature maps and further enhance feature representation
capabilities. In spatial convolutional network, convolution layer
one and convolution layer two work together to extract key
enterprise management network security anomaly features from
complex network data using convolution operations. Subsequently,
by introducing the max pooling layer and flatten operation, the
dimensionality of the data is effectively reduced, making the
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processing more efficient and reducing computational resource
consumption. As a downsampling technique, max pooling is used
here to reduce the spatial dimension of network data. This helps
to filter out unimportant details and retains features that have a
significant impact on the overall structure or pattern of network
security anomaly, thereby controlling the risk of overfitting.

In addition, a batch normalization layer [30] is used to alleviate
the gradient vanishing problem, and a ReLU activation function
is added to introduce nonlinear elements, significantly improving
the model’s ability to recognize anomaly patterns in complex
network. The addition of ReLU activation function enables the
model to handle more complex nonlinear relationships, improving
the accuracy of detection.

In the feature integration stage, the fully connected layer
plays a crucial role. It deeply fuses all the features obtained
through convolution and pooling processing, generating higher-
level nonlinear feature combinations that can reflect the anomaly
behavior characteristics of the network. In order to further
improve the generalization ability of the model and prevent
overfitting, dropout technique randomly discards a portion of neural
connection in each training iteration. This reduces the number
of feature detectors, forces the network to learn more stable and
generalizes feature representations. This not only helps prevent
overfitting of the model to the training data, but also improves
the performance of the model in unknown enterprise management
network security anomaly detection tasks, enhancing its practical
applicability and robustness.

3.3 Attention mechanism

3.3.1 Channel attention

In the graph convolutional network architecture, the input
feature dimension is Cx Tx N, where C represents the channel
dimension, T represents the number of frames and N represents
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the number of features within each frame. Given the complexity
and continuity of enterprise management network data, in order
to effectively retain key security anomaly features, network design
usually needs to integrate multiple convolution kernels to extract
feature information at different levels of information. However, this
process inevitably leads to an increase in the number of output
channel, leaving the network with greater challenges in processing
information. However, not all channels carry information of equal
importance for security anomaly detection. And there are significant
differences in the importance of information between channels. To
accurately capture and strengthen these key information channels,
the channel attention mechanism module is introduced. The core
idea of this module is to evaluate the weight of the signal of
each channel. The weight level directly reflects the importance of
the channel information for the detection of security anomaly.
Specifically, the channel with higher weight indicates that the
characteristics of the enterprise management network are more
related to security anomaly, so more attention should be paid
and analysis. The channel attention module consists of two key
steps. They are compression and excitation. First, the output feature

graph f,, € R&TN

of the convolution of the spatial graph is
compressed as input. This step aims to compress the complex
spatial feature information, that is the feature distribution of
enterprise management network data at different temporal points
or temporal periods into a compact and efficient description.
So that more accurate weight allocation can be conducted in
the future. The specific implementation of compression operation
is shown in Equation 1, which focuses on the extraction of global
information. It can process and analyze enterprise management
network data more efficiently, improve the accuracy and efficiency
of security anomaly detection.

> u(i,f) 1)

T N
=1j=1

1

TxN ¢

The compression operation essentially performs a global average
pooling. Its core function is to reduce the original high-dimensional
CxTxN feature map to Cx1x1 to refine and integrate the
global spatial feature information contained in the enterprise
management network data. Specifically, it integrates these complex
and multidimensional feature information into the description
of each channel, laying a solid foundation for the subsequent
feature weight allocation. Subsequently, the incentive phase is
further transformed through the enterprise management network
data feature map z. The purpose is to dynamically adjust the
feature strength based on the importance of channel information
for network security anomaly detection tasks. This enables a
more accurate identification of potential security threats, and the
specific transformation process is shown in Equation 2. This formula
can allocate appropriate weights to each channel based on the
global feature information obtained during the compression stage,
thereby achieving effective screening and optimization of enterprise
management network data.

s=0o(W,8(W,2)) (2)

The excitation operation specifically contains two fully
connected layers. The w; € R™r,w, € R- represents the weight

matrix corresponding to the two fully connected layers, § is the
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ReLu activation function and o is the Sigmoid activation function.
ReLU can effectively alleviate the gradient disappearance problem
and promote the sparsity of the model through its non-negative
output characteristics, which helps the model to learn a more
stable feature representation. The ReLU activation function plays an
important role in the network security anomaly detection, which
can effectively alleviate the gradient disappearance problem. It
is achieved through its non-negative output feature. This feature
promotes the sparsity of the model and enables the model to learn
more stable and representative network characteristics. Especially in
the face of complex and changeable network attack patterns, ReLU
can motivate the model to focus more on capturing the key security
anomaly features. While it ignores the unimportant background
network information, thus improving the accuracy and efficiency
of anomaly detection. On the other hand, the Sigmoid activation
function, with its unique S-shaped curve, smoothly maps the input
data into the (0,1) interval. This feature is useful in handling certain
specific situations in network security anomaly detection, such
as the Sigmoid function when detecting subtle changes or soft
transitions in network data. These subtle changes may represent
potential security threats, and the sensitivity of the Sigmoid function
allows the model to identify these threats more accurately.

In the process of realizing the channel attention mechanism, z
first uses a fully connected layer to reduce the dimension, aiming
to effectively reduce the dimension of the original features to 1 x 1 x
C/r.Itis used to reduce the complexity of the subsequent calculation,
and then optimize the computational efficiency of the whole
detection process. Then we apply the ReLU activation function,
which significantly enhance the nonlinear expression ability of the
network and introduce sparsity through its features, allowing the
model to focus more on important channel features and ignore those
that contribute less to anomaly detection. This feature is particularly
important when handling complex and variable network data
because it is able to help the model to identify potential anomaly
patterns more effectively. In the second fully connected layer, the
original channel dimension of the recovered feature vector is 1x
1 x C, ensuring the consistency of the feature map in the dimension.
Finally, the Sigmoid activation function is mapped to the continuous
interval of 0-1, ensuring the smoothness and continuity of weight
allocation. So that the model can adjust more finely the contribution
of different channel features when anomaly detection. Figure 2
shows the schematic diagram of network structure after the
introduction of channel attention module, which clearly shows how
attention weights are combined with other parts of the network to
work on feature extraction and representation learning, so as to
realize the effective detection of enterprise management network
security anomalyities.

3.3.2 Spatial attention

In order to further optimize the networKs ability in spatial
feature extraction, this paper integrates a spatial attention
module. The expression of the spatial attention module
is shown in Equation 3, which describes how to dynamically adjust
the weights of feature maps based on the importance of spatial

positions.

s = a(w,(AvgPool(f,,))) (3)
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FIGURE 2
Channel attention structure.

The input is f,, € RN

, in order to focus on the key feature
information of the enterprise management network data at the
spatial level, this paper adopts a strategy of pooling the global
average AvgPool in the temporal dimension. This step effectively
compresses the redundant information on the temporal dimension,
reducing the dimensionality of the feature graph from the original
state to Cx1xN. Given that key security events or anomaly
behaviors are often formed by a few specific network activities
or connections, and the spatial distribution of these activities is
crucial for exception identification, this paper avoids unnecessary
further dimension reduction to retain these key features. The one-
dimensional convolution operation w, has a weight dimension
of 1 xCxK, the convolution results are subsequently mapped to
the interval of 0-one using the Sigmoid activation function to
generate the spatial attention weight s € R™"", Finally, to maintain
the richness and integrity of the network features, the generated
spatial attention weights are combined with the original feature
map by means of residual connectivity. This step ensures that the
model exploits the spatial attention mechanism without losing any
useful information in the original feature graph. Figure 3 illustrates
a network structure diagram of the integrated spatial attention
module, acting together on the feature extraction and anomaly
recognition processes.

Assuming there is a DDoS attack targeting a specific server in
an enterprise network. This type of attack can lead to a large number
of invalid requests flooding towards the server, resulting in a clear
anomalous pattern in the spatial dimension. The spatial attention
mechanism can focus on abnormal traffic patterns of specific source
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Spatial attention structure.

or destination IP addresses in network traffic. By assigning higher
weights to these key regions, the mechanism can highlight traffic
features related to attacks, thereby more effectively extracting spatial
features related to abnormal behavior.

3.3.3 Temporal attention

Enterprise management network data typically consists of
multiple continuous and interdependent sub events, each of which
has varying importance for overall anomaly detection. Therefore,
in the task of detecting network security anomaly in enterprise
management, it is particularly crucial to allocate temporal attention
reasonably. For example, when detecting a potential network attack
event, a critical stage of the attack behavior plays a more decisive
role in identifying the entire attack behavior compared to the
preparatory stage before the attack. In order to focus on the most
critical temporal points for anomaly detection, this paper introduces
a temporal attention module aimed at highlighting those frames
that are most critical for anomaly detection by assigning appropriate
weights to each temporal period in the temporal-series network
data. This mechanism allows the model to focus more on temporal
period that contain important security information, while ignoring
temporal period that contribute less to anomaly detection. The
temporal attention module has a certain similarity in structure with
the spatial attention module, as they both focus on key parts of the
input data by calculating weights. However, the temporal attention
module focuses on weight allocation in the temporal dimension to
adapt to the characteristics of temporal data. The expression of this
module is shown in Equation 4, which details the calculation process
of temporal attention weights.

s = o(w,(AvgPool(£,))) @)

Specifically, the global average pooling operation AvgPool in the
temporal attention module is compressed for the spatial dimension
to eliminate redundant information in space and thus focus on
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feature extraction in the temporal dimension. After a series of
calculations, the module outputs a temporal attention weight with
a dimension of 1 x T'x 1, which directly reflects the importance of
each frame in the temporal sequence.

Consider a scenario where a user in the enterprise management
network suddenly generates a large number of data access requests
during non working hours, which may indicate the presence of
malicious software stealing data in the background. This abnormal
behavior exhibits clear characteristics in the temporal dimension.
The time attention mechanism can identify abnormal patterns in
the temporal dimension of network traffic. For example, it can
focus on the surge of abnormal requests during non working
hours, thereby assigning higher weights to traffic features during
these time periods, effectively extracting features related to time
abnormal behavior.

3.4 Gated attention transformer

In the gating mechanism, while calculating affinity through
self-attention mechanism, we also add a network data position
deviation term to make affinity sensitive to network data position
information. This bias term is commonly referred to as relative
position encoding [31]. These network data location codes can
usually be learned through training to enhance the selected features
for enterprise management network security data space feature
learning, which can help improve the effectiveness of network data
detection, effectively reduce training time and enhance detection
security performance. Output is calculated using Equation 5 with
the help of the self-attention layer.

H
)
h=1

where the query g= WQYfP 7% the key k= Wkap * and the
value v= WVY:P * are both calculated from the input Y;P . And
the projection matrices W, W, W, can be learned. As shown in

w
z softmax(qgkhw)vhw

w=1

(5)

Equation 5, the value v is pooled based on the affinity calculated
using softmax (q”k). The attention mechanism can calculate the
non-local context with good computational efficiency. It can encode
the location bias into the mechanism and can encode the traffic in
the input feature mapping [32]. However, it is not always accurate
when encoding the network data. And adding them to the respective
keys, queries, and value tensors results in a performance degradation
when the relative position of the learned network data is not precise
enough. Therefore, we propose an improved attention block that
can control the effect of positional bias on the coding of nonlocal
contextual network data, with the improved attention mechanism
shown in Equation 6.

w
Y!= Z 50 ftmax(qgkiw

w=1

T4 T
+ Gqujriw + GKkiwrfw)(leviw + GVZr:',w)
(6)
where, the improved self-attention formula is closely related to
Equation 5, the M. 75 7 e RYW is axial attention and increases
the gating mechanism. The G,G;,G,;,G,, € R are learnable

parameters. They together form the gating mechanism that controls
the effect of the learned relative positional coding on non-local
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context coding, as shown in Figure 1. Typically, if the relative
positional encoding of the network data is accurately learned, the
gating mechanism gives it a higher weight than those that are not
accurately learned.

4 Analysis of experimental results

4.1 Performance testing evaluation
indicators

The experimental environment configuration for this article is
Core i7-12700KF, NVIDIA RTX3090, and 64 GB RAM. It builds
on the Ubuntu Server operating system, with 32.00 GB of memory
and Python as the main programming language. The experimental
evaluation utilizes three standard network data security anomaly
detection datasets, namely, Bot-IoT [33], CIC-IDS2017 [34] and
UNSW-NB15 [35].

In order to verify the effectiveness of enterprise management
network security anomaly detection based on AMSCN-GADetector,
this paper conducts detailed experimental verification on multiple
publicly available and representative datasets. Specifically, Bot-
IoT includes various types of attacks such as distributed denial
of service (DDoS), denial of service (DoS), operating system
and service scanning, keylogging and data breaches, simulating
a complex network environment that integrates normal and
botnet data. CIC-IDS2017 not only covers various known types
of attacks, but also reflects the diversity of network security
feature sets and data sources, making it a publicly available
dataset that meets real-world standards. This dataset contains
8 files that record five consecutive days of network activity,
with a total of 80 features and 2830743 data instances. It also
showcases a more diverse range of attack types, making it a
resource for evaluating and training network security detection
and management models. UNSW-NB15 is generated by IXIA
PerfectStorm tool and contains 2540044 traffic data, which are
divided into two categories. They are secure and non-secure,
including nine types of attacks and one type of normal traffic. We
develop 12 algorithms using the ArgusBro-IDS tool and generate
49 features using class labels. These datasets not only provide rich
network traffic and behavior data, but also cover various types
and scenarios of attacks. This helps to comprehensively evaluate
the performance and effectiveness of the model. Meanwhile, the
widespread recognition and application of these datasets in the
field of network security also ensure the accuracy and credibility of
research results.

Given the complex and ever-changing network environment
that can lead to significant differences in data, this poses a challenge
for training neural network. Therefore, before training the neural
network, we normalize the raw data to ensure that the differences
in changes between the data were within a controllable range.
And we try to keep the values of each data item within the
[0,1] interval, thereby accelerating the convergence speed of the
program. In terms of experimental evaluation, we use accuracy,
precision, recall and F1 as evaluation indicators, the Equations are
as follows. Among them, FP is a false positive. In network security
anomaly detection, false positives may manifest as mistaking normal
network traffic or behavior for attack behavior. FN is a false
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negative, which may indicate a failure to detect the true attack
behavior in network security anomaly detection. The scarcity of
samples may lead to weaker recognition ability of the model
for rare attack types during testing, thereby increasing the false
negative rate. By comprehensively analyzing and evaluating the
detection accuracy, recall, F1, and accuracy of various categories
of network security data, we can comprehensively measure the
detection performance of models. Especially F1, it is an evaluation
index that comprehensively judges accuracy and recall. When there
is a discrepancy between accuracy and recall, F1 can provide
a more objective evaluation result. The details are presented as
Equations 7-10.

TP+ TN

Accuracy = —————— (7)
TP+ TN+ FN + FP
TP
Recall = ———— 8
= Tpyrp ®
Precision = P 9)
TP+ FP
Fl = 2 X Precision X Recall (10)

Precision + Recall

4.2 Evaluation of network security anomaly
detection results

Based on the management network security anomaly detection
dataset, we evaluate and select multiple baselines for network
security detection comparison experiments, including CNN-
SoftMax [36], CNN-LSTM [37], BiGRU [38], AlexNet [39], and
GCNN-LSTM [40]. During the training process, the AMSCN-
GADetector gradually stabilizes after approximately 20.643 s, with
a significant decrease in fluctuation amplitude. This indicates
that after efficient learning in the initial stage, the AMSCN-
GADetector successfully converges to a relatively stable and
high-performance state. The CNN-SoftMax, CNN-LSTM, BiGRU,
AlexNet and GCNN-LSTM are 56.54, 50.41, 49.76, 40.97 and 35.36,
respectively, indicating that AMSCN-GADetector outperforms
these models in terms of convergence speed and performance.
In addition, detailed experimental results for all methods
are shown in Table 1.

According to Table 1, the experimental results show that
the enterprise management network security anomaly detection
method based on AMSCN-GADetector performs the best
in accuracy, precision, recall and Fl. Especially on UNSW-
NB15, the accuracy of AMSCN-GADetector is as high as
0.978. And the F1 also reaches 0.974, fully demonstrating
its powerful anomaly detection capability. In contrast, CNN-
SoftMax performs relatively mediocre on all datasets, with all
performance indicators at a low level. Although GCNN-LSTM
has shown some competitiveness, its performance on multiple
datasets is still slightly inferior to AMSCN-GADetector. In
addition, BiGRU and AlexNetalso achieve good results on
certain datasets, but they are still not comparable to AMSCN-
GADetector. These results further validate the effectiveness of
attention mechanism in detecting network security anomaly
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in enterprise management. Figures4-6 are comparison charts
of experimental results on different datasets, where the X-axis
represents experimental metrics and the Y-axis represents the
corresponding accuracy, precision, recall and F1 of different neural
network models.

In Figure 4, compared to other models, AMSCN-GADetector
achieves an accuracy of 0.965, which is about 5.8% higher
than the second best performing GCNN-LSTM. The recall
rate reaches 0.972, which is about 4.7% higher than GCNN-
LSTM. It reaches a precision of 0.957, which is approximately
3.6% higher than GCNN-LSTM. The F1 also reaches 0.969,
which is about 5.9% higher than GCNN-LSTM. These data fully
demonstrate the superiority of AMSCN-GADetector in enterprise
management network security anomaly detection tasks, with
significantly better performance than other deep learning models,
including CNN-SoftMax, CNN-LSTM, BiGRU, AlexNet and
GCNN-LSTM.

Based on the same conditions mentioned above, further
model. The detailed
comparison of the experimental results on CIC-IDS2017
is shown in Figure 5. The AMSCN-GADetector with attention
mechanism demonstrates excellent performance. Specifically,
the accuracy of AMSCN-GADetector is as high as 0.969,
which is about 4.8% higher than the second best performing
GCNN-LSTM. In terms of recall, AMSCN-GADetector has
reached 0.984, which is about 2.6% higher than GCNN-
LSTM. It demonstrates excellent anomaly detection capabilities.

experiments are conducted on the

These data comparisons not only highlight the advantages of
AMSCN-GADetector, but also fully validate the effectiveness
of attention mechanism in improving the accuracy and
efficiency of network security anomaly detection, providing more
reliable support for enterprise management of network security
protection.

According to Figure 6, the AMSCN-GADetector with attention
mechanism is significantly better than other models. Specifically,
the accuracy of AMSCN-GADetector reaches 0.980, which is about
3.1% higher than GCNN-LSTM. And the F1 score is as high as
0.974, which is about 2.5% higher than GCNN-LSTM. These data
comparisons not only highlight the outstanding performance of
AMSCN-GADetector, but also fully validate the effectiveness of
attention mechanism in improving the accuracy of network security
anomaly detection. In addition, we use AUC as a key indicator to
evaluate the performance of models, which is specifically defined
by the ROC curve. ROC is a graph plotted with false positive rate
(FPR) as the horizontal axis and true rate (TPR) as the vertical
axis. The shape of this curve intuitively reflects the ability of
the detection model to distinguish between normal and anomaly
network activity.

FPR refers to the proportion of samples that are actually
negative classes that the model incorrectly predicts as positive
classes. In network security anomaly detection, FPR reflects the
false positive rate of the model for normal traffic. A lower FPR
means that the model can more accurately distinguish between
normal and abnormal traffic, thereby reducing unnecessary
alarms and interference. However, reducing FPR may lead to an
increase in FNR, meaning that the model may miss some truly
anomalous traffic. FNR refers to the proportion of samples that
are actually positive classes that the model incorrectly predicts
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TABLE 1 Indicator test results on Bot-loT, CIC-IDS2017 and UNSW-NB15.

Dataset Model ’ Accuracy ‘ Recall Precision F1
CNN-SoftMax 0.810 0.835 0.821 0.858
CNN-LSTM 0.842 0.865 0.844 0.821
BiGRU 0.903 0.900 0.898 0.921
Bot-IoT
AlexNet 0.885 0.905 0.881 0.889
GCNN-LSTM 0.907 0.925 0.921 0.920
AMSCN-GADetector 0.965 0.972 0.957 0.969
CNN-SoftMax 0.739 0.766 0.712 0.754
CNN-LSTM 0.874 0.858 0.876 0.871
BiGRU 0.778 0.819 0.810 0.808
CIC-IDS2017
AlexNet 0.823 0.854 0.853 0.842
GCNN-LSTM 0.921 0.958 0.940 0.942
AMSCN-GADetector 0.969 0.984 0.959 0.972
CNN-SoftMax 0.804 0.842 0.871 0.855
CNN-LSTM 0.827 0.867 0.878 0.885
BiGRU 0.903 0.939 0.856 0.872
UNSW-NB15
AlexNet 0.935 0.937 0.928 0.944
GCNN-LSTM 0.968 0.950 0.949 0.949
AMSCN-GADetector 0.978 0.969 0.980 0.974
0.99 B CNN-SoftMax O CNN-LSTM O BiGRU
* DO AlexNet 0O GCNN-LSTM B AMSCN-GADetector
0.96
0.93
0.90
0.87
0.84
0.81
0.78
0.75
Accuracy Recall Precision F1
FIGURE 4
Experimental comparison based on Bot-loT.
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FIGURE 6
Experimental comparison based on UNSW-NB15.
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FIGURE 5
Experimental comparison based on CIC-IDS2017.
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as negative classes. In network security anomaly detection, FNR
reflects the missed diagnosis rate of the model for abnormal
traffic. A higher FNR means that the model may miss some
important abnormal traffic, thereby increasing the risk of
network security.

Specifically, the closer the AUC value is to 1.0, the better
the performance of the enterprise management network security
anomaly detection algorithm, it can more accurately identify
potential security threats. On the contrary, when the AUC value
reaches 0.5, it means that the performance of the detection
model is equivalent to random guessing. That is, the model
has no predictive value in judging whether network activity
is anomaly. When the AUC value is below 0.5, the detection
performance of the model is even inferior to random guessing,
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which is unacceptable in practical applications. The experimental
comparison results based on Bot-IoT, GCNN-LSTM and AMSCN-
GADetector are shown in Figure 7.

From Figure7, it can be seen that AMSCN-GADetector
occupies a higher position on the ROC curve, especially in the
low FPR region, indicating that the model can more effectively
detect true network security anomaly while maintaining a
low false alarm rate. The enterprise management network
anomaly detection method based on AMSCN-
GADetector first learns rich features through local sub models.

security

Secondly, adding attention mechanism layer during model
fusion preserves more key management network data security
features, resulting in better detection performance of the trained
detection model.
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FIGURE 7
Comparison of AUC between GCNN-LSTM and AMSCN-GADetector.

AMSCN-GADetector has powerful feature extraction and
non local interaction learning capabilities by integrating spatial
convolutional network with gating mechanism. In the actual
deployment of real-time data stream processing, it is necessary
to allocate computing resources reasonably to ensure the stable
operation and efficient processing of the model. At the same
time, optimization strategies such as batch processing and
asynchronous updates need to be adopted to improve resource
utilization and reduce processing costs. For large enterprise
management network, distributed deployment strategy can be
considered to deploy AMSCN-GADetector on multiple nodes
or servers to achieve parallel processing and load balancing,
thereby improving the processing capability and response speed
of the model.

5 Conclusion

With the rapid development of information technology,
as a key infrastructure for promoting enterprise operation
and development, enterprise management network is facing
increasingly severe network security threats. Therefore, this
article proposes AMSCN-GADetector for enterprise management
network security anomaly detection, which is based on deep
learning for complex network data security identification,
anomaly detection and intelligent analysis. AMSCN-GADetector
consists of three core modules, namely, attention mechanism,
gated attention transformer and spatial convolutional network.
This model deeply integrates global contextual information
and can efficiently and comprehensively extract global deep
spatial features from enterprise management network. More
importantly, by introducing attention mechanism, AMSCN-
GADetector can dynamically adjust the weight of dependency
relationships between enterprise management network data,
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effectively improving the model’s ability to capture key information
of security anomaly data, thereby further improving the
accuracy of detection. Through experimental and comparative
analysis, it is concluded that AMSCN-GADetector exhibits
significant advantages in performance indicators such as accuracy,
precision, recall and Fl. Its network security detection and
recognition performance are significantly better than other
baseline models, providing strong support for improving enterprise
management network security protection capabilities and ensuring
operational security.
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