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Advanced techniques for fusion
data visualisation

Nitesh Bhatia*, Rui Costa, Samuel Jackson, Nathan Cummings,
Stanislas J. P. Pamela, Shaun de Witt, Alejandra N. Gonzalez
Beltran and Robert Akers

Computing Division, United Kingdom Atomic Energy Authority, Abingdon, United Kingdom

The research and development of fusion energy technology is becoming
increasingly complex and involving large amounts of diverse data like
engineering CAD models, multi-physics simulations, and Al-based diagnostics.
Such diversity and multi-modality of data necessitate the creation of advanced
visualisation systems for improved data integration, accessibility, and usability.
This study explores the adaptation of advanced visualisation techniques to
fusion data through three core domains: (1) efficient analysis and instinctive
exploration of heterogeneous datasets; (2) construction of visualisation pipelines
enabling iterative refinement and retrospective analysis; and (3) deployment
of new tools and technologies tailored to fusion-specific applications such
as 3D visualisation, real-time dashboards, and immersive environments. As
a result, this paper presents an integrative approach to combining diverse
fusion data sources using advanced tools such as NVIDIA Omniverse, ParaView,
Blender, Grafana, and WebXR. We further discuss a framework integrating
simulation data, diagnostics, and design models into an interactive ecosystem.
We demonstrate its effectiveness through key use cases, including camera-
like MHD simulations, interactive diagnostic dashboards, and immersive AR/VR
visualisation of tokamak data. These advances enhance scientific understanding,
facilitate cross-disciplinary collaboration, and pave the way for future Al-driven
adaptive visualisation in fusion research.

KEYWORDS

fusion power plants, data integration, visualisation workflows, photorealistic rendering,
digital twin frameworks, immersive AR/VR, high-performance computing (HPC),
multimodal data

1 Introduction

Fusion is the process that powers the stars, including our Sun McCracken and
Stott [1]; Harms etal. [2]; Baird [3]; Stix [4]. The process involves the combination
of hydrogen isotopes, mainly deuterium and tritium, to form heavier nuclei, releasing
enormous amounts of energy Taylor [5]; Harms et al. [2]. Unlike fission, fusion produces
only low-level radioactive waste that decays much more rapidly, and generates minimal
carbon dioxide emissions. This is because fusion energy does not burn fossil fuels. It
has significantly lower life cycle emissions than conventional energy sources and is,
therefore, essential to reducing global carbon emissions Cabal et al. [6]; Best [7]; Sdnchez
[8]. The successful development of fusion energy has the potential to revolutionise
the energy landscape, by providing a reliable, sustainable and low-carbon alternative
energy source. It can play a crucial role in combating climate change, and pave the
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way to a more sustainable energy future Tynan and Abdulla [9];
Suppes and Storvick [10]; Ghoniem [11].

Designing a fusion power plant and achieving the conditions
required for sustained fusion reactions present significant
challenges, including plasma stability and achieving the overarching
goal of net energy gain Patterson etal. [12]; Linke etal. [13].
As a result, fusion research and development can be highly
complex, often requiring a deep understanding of plasma physics,
advanced materials, design engineering, and high-performance
computing Chapman and Walkden [14]; Mills [15]; Morris et al.
[16]; Duffy [17]. It is considered one of the greatest scientific and
engineering challenges of our time Chapman and Morris [18].
Ongoing tokamak projects such as the International Thermonuclear
Experimental Reactor (ITER) in France, the Spherical Tokamak for
Energy Production (STEP) in the UK, the Experimental Advanced
Superconducting Tokamak (EAST) in China, and the DIII-D
National Fusion Facility in the USA, along with historical projects
like the Joint European Torus (JET) in the UK, represent critical
milestones toward achieving practical fusion energy production and
addressing our future energy demands Holtkamp and Team [19];
Stambaugh et al. [20]; Sartori et al. [21]; Wan [22]. These projects
push the boundaries of fusion research and development together
with other large-scale tokamak fusion power plants around the
world Zohm [23]; Fasoli [24].

Fusion power plants generate vast amounts of diagnostic data
through onboard high-resolution cameras, sensors, spectrometers,
and other diagnostic equipment Aymar et al. [25]. The data volumes
can range from terabytes to petabytes during a single operational
session Abla etal. [26]. Analysing such data demands significant
computational resources, often leveraging high-performance
computing (HPC) to perform complex simulations and train
advanced machine learning models for deeper insights Churchill
etal. [27]; Strand etal. [28]. The raw data post-processing
can produce multiple additional petabytes of information.
Understanding the data is particularly challenging due to the
complexity and interconnectedness among the various components,
arising from the fact that the data represents phenomena in
multidimensional spaces Verdoolaege etal. [29]. However, the
human mind primarily perceives in three spatial dimensions, which
makes it harder to comprehend the intricate relationships and
dynamics present in high-dimensional datasets. Roads and Love
[30]; Malle [31]; Naini and Naini [32]. Visualisation serves as a
crucial tool to overcome this limitation, by enabling researchers to
project complex multidimensional data into formats that are more
accessible and intuitive Dzemyda etal. [33]; Telea [34]; Liu et al.
[35]. Advanced visualisation technologies, such as interactive 3D
displays for visualising 3D models, interactive data explorations, and
immersive virtual and augmented reality environments, empower
researchers to study plasma behaviour, identify hidden patterns,
and gain actionable insights that would be remain obscure from raw
data alone Smolentsev et al. [36]; Favalora [37]; Blanche [38]; Balogh
etal. [39]; Wood et al. [40]; Yang et al. [41]; Ohtani et al. [42].

This paper focuses on the visualisation tools, techniques, and
applications specific to selected use cases within fusion research at
the UK Atomic Energy Authority (UKAEA). The emphasis is on
how advanced visualisation methods are crucial for understanding
and interpreting the complex data associated with these particular
use cases. It includes unique challenges and opportunities in fusion
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data visualisation, including specific data types, visualisation tools,
techniques, and applications. The following research questions form
guidelines for our study in the advanced visualisation techniques
within the domain of fusion power plant design and research, paying
particular attention to the interaction between data types, tools,
tasks, and emerging technologies.

1. How can visualisation tools be tailored to handle effectively the
diverse fusion data types while ensuring seamless integration
and intuitive exploration?

. Which advanced visualisation technologies, including 3D
visualisation and interactive AR/VR, are best suited for real-
time experiment control, anomaly detection, plasma dynamics
analysis, and power plant engineering design?

. What are the most effective visualisation methods to present
the complex fusion research outcomes to interdisciplinary
teams and stakeholders, including non-experts, in a clear and
accessible manner?

2 Background

2.1 Advancements in fusion data
visualisation

Significant advancements in the visualisation of fusion data
have been made over the last decade. These improvements
are primarily driven by the increasing complexity of the data
generated by next-generation fusion power plants and facilities,
including DIII-D, EAST, CFETR, KSTAR, and WEST. Table I
provides a structured summary of the literature presented in sub-
sections below, categorising key studies based on their visualisation
workflows, tools, and applications in fusion data research.

2.1.1 2D and dashboard visualisations

Manduchi [43] has demonstrated how integrating industrial
informatics with control systems in large-scale experiments enables
dynamic, real-time dashboards using platforms such as Grafana.
This approach has proven invaluable for monitoring complex
datasets and managing plasma experiments. Similarly, Song et al.
[44] showcased the effective use of real-time dashboard visualisation
to capture plasma confinement dynamics during extended pulse
discharges on the EAST facility. According to Kube etal. [45],
the Delta framework enables near real-time, high-dimensional
fusion plasma data analysis for immediate turbulence analysis
and live machine-learning-aided visualisations, with the aid of
HPC resources. In the context of simulation visualisation, the
SOLPS-ITER Dashboard developed by Kos etal. [46] offers a
customisable Graphical User Interface (GUI) for exploring SOLPS
outputs. Additionally, complementary studies by Hutton etal.
[47]; Zhao etal. [48] have highlighted the importance of 2D
spatial mapping techniques for extracting key features from fusion
data, further emphasising the significance of dashboard-based
visualisation.

2.1.2 Immersive visualisation for fusion research

Immersive  visualisation techniques have significantly

transformed the field by enabling interactive exploration of
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TABLE 1 Summary of Section 2, categorising according to visualisation workflows, tools, and applications in fusion data research.

Category

Reference(s)

Visualisation

workflow type

Tools and
technologies

Application and
facility

2D/Dashboard Visualisations

Manduchi [43]; Song et al.
[44]; IPEN [50]; EPEL [51];
Kos et al. [74]; Kos et al. [46];
Kube et al. [45]; Hutton et al.
[47]; Zhao et al. [48]

Real-time monitoring;
dashboard-based visualisation

Grafana; Paraview; 2D spatial
and temporal visualisations

EAST; large-scale plasma
experiments; post-processed
simulation datasets

Immersive Visualisations

Trindade et al. [49]; Ohtani
etal. [52]; OHNO et al. [53];
Kwon et al. [54]; Foss et al.
[55]; Ohno and Kageyama
[56]; Gazzotti et al. [57]

VR/AR interactive exploration;
immersive analysis

Immersive CAVE VR; Unity
VR applications; Mixed Reality
(HoloLens)

LHD; KSTAR; public outreach;
advanced plasma diagnostics

In Situ Visualisations

Ohno and Ohtani [58]; Ohno
and Kageyama [59]; Klasky
etal. [60]; Suchyta et al. [61];
Zhao et al. [62]; Amarasinghe
et al. [63]; Fiore et al. [64];

Godoy et al. [65]; Bolstad et al.

[66]; Mazen et al. [67]

Real-time in situ visualisation;
hybrid in transit/in situ
approaches

ParaView; Catalyst; VTK-m,
ADIOS?2; specialised in situ
libraries

CFETR; PIC simulations;
reactor monitoring

AT and Digital Twin
Frameworks

Tang et al. [68]; NVIDIA [69];
Margetts et al. [70]; NVIDIA
[69]

Al-driven digital twin;
predictive visualisation

NVIDIA Omniverse;
ParaView, IndeX, and Nvidia
Modulus

Tokamak digital twins; fusion
power plant optimisation

Advanced Toolkits and Digital
Mock-Ups

Cryer et al. [80]; Liet al. [81];

Bolstad et al. [66]; Loving et al.

[82]; Atkins IIT and Geveci

Digital mock-ups;
high-performance
visualisation

Nvidia Gazebo; NVIDIA
Omniverse Isaac Sim; ADIOS
and VTK-m for extreme-scale

Decommissioning; ITER
design support; exascale
visualisation

[78]; Haist et al. [83]

computing

multidimensional plasma data. Trindade etal. [49] introduced
PlasmaVR, a virtual reality framework that enhances spatial
awareness and depth perception, allowing for intuitive exploration
of 3D plasma structures. Similarly, initiatives from the GoLP VR Lab
IPEN [50] and the Laboratory for Experimental Museology at EPFL
[51] have converted large-scale simulation datasets into immersive
3D visualisations, advancing scientific analysis and improving public
outreach. Ohtani et al. [52] demonstrated a VR system using CAVE
where users could interactively visualise magnetic field lines and
iso-surfaces of plasma pressure for analysing fusion experiments
in real time. Furthermore, OHNO et al. [53] extended this concept
with a VR application using Unity, incorporating interactive panels
for selecting visualisation types and simultaneously displaying
experimental and simulation data. similarly, Kwon etal. [54]
developed a virtual tokamak platform for K-STAR using Unity
engine, integrating CAD visualisation and plasma simulations
such as 3D magnetic perturbations for interactive monitoring and
analysis of fusion experiments. Using mixed reality, Foss etal.
[55] has discussed a Hololens-based visualisation workflow that
integrates ParaView and Unity to enable immersive exploration of
plasma simulation data. The VOIR project by Ohno and Kageyama
[56] employs Unity with the OpenXR to enable interactive, VR-
based analysis of fusion simulation data. Gazzotti et al. [57] provided
a comprehensive analysis of the challenges and opportunities
involved in using immersive technologies for fusion research,
highlighting the potential of these technologies to transform the
visualisation of complex plasma phenomena.
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2.1.3 In situ and high-performance visualisation

In situ visualisation techniques have been further advanced
by Ohno and Ohtani [58], who developed a visualisation tool for
particle-in-cell simulations. Ohno and Kageyama [59] introduced
a visualisation library for Yin-Yang grid simulations. Klasky et al.
[60] and Suchyta etal. [61] have demonstrated interactive in situ
frameworks for accelerating accelerated data exploration in large-
scale fusion simulations. Zhao etal. [62], Amarasinghe et al. [63]
and Fiore etal. [64] have addressed the challenges of integrating
visualisation into exascale computing workflows, highlighting the
need for robust, high-performance solutions. A particularly notable
advancement in high-performance visualisation is the development
of ADIOS2 by Godoy etal. [65] and VTK-m toolkit by Bolstad
et al. [66]. While ADIOS2 distributed data streaming toolkit, VTK-
m enables the efficient processing and visualisation of exascale
datasets, ensuring that computational workflows remain scalable
and effective in extreme-scale environments. Recent advances
reported by Mazen et al. [67], in in-situ visualisation use Catalyst-
ADIOS?2 to address bandwidth limitations during data transfer. This
method, called in-situ in-transit hybrid analysis, leverages Paraview
Catalyst, allowing seamless switching between in situ, in transit,
and hybrid analysis without altering the numerical simulation
code. Data reduction typically happens in situ, with visualisation
created in transit on the reduced dataset. Experiments have shown
significant cost savings for certain visualisation pipelines, making
this approach adaptable to varying data sizes, computing resources,
and analysis needs.
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2.1.4 Al-driven digital twin frameworks

Integrating Al and machine learning into visualisation
workflows is increasingly being explored to streamline the
development of digital twin frameworks in fusion research. The
“AI-Machine Learning-Enabled Tokamak Digital Twin” framework
proposed by Tang etal. [68] utilises the NVIDIA Omniverse
platform to create interactive digital twins of fusion systems,
allowing for near-real-time simulations and predictive analysis
that are essential for optimising fusion power plant design and
operation. As reported by NVIDIA [69], there is an ongoing
collaboration between UKAEA and the University of Manchester on
Fusion Digital Twin modelling using Omniverse Margetts et al. [70].
Furthermore, recent developments presented in NVIDIA [69, 146]
have further integrated this platform with established tools such
as ParaView, NVIDIA IndeX and NVIDIA Modulus, enhancing
collaborative workflows and data interoperability.

2.1.5 Visualisation for cross-disciplinary
collaboration

Looking at the collaborative aspects, fusion energy research
brings together many different experts, including engineers,
scientists, policymakers, and the general public. Each group has
its way of understanding complex ideas, so clear and effective
visualisation is essential. By turning large amounts of data into
clear images and interactive models, visualisation helps people from
different backgrounds work together to improve fusion technology.
Ever since JET began operations, engineers and scientists have
worked closely to design and enhance fusion power plants Wesson
[71]. With the advent of CAD modelling and HPC, visualisation
has emerged as the key enabler in bridging theory with practical
applications, allowing for better understanding, optimisation, and
control of fusion processes Iglesias et al. [72]; Sanders and Carman
[73]. ITERs SMITER toolkit Kos etal. [74] is one such example,
which helps engineers to visualise how plasma heat interacts
with materials inside a tokamak and modify cooling systems and
component designs based on the inferences.

At the same time, physicists studying plasma behaviour use
simulations like JOREK to model energy bursts and instabilities,
which uses the VTK toolkit for visualisation Penko etal. [75].
MOOSE, a finite element framework Permann etal. [76], on
the other hand, is widely used for simulating plasma-facing
components, structural integrity, and thermal performance of
reactor materials under extreme conditions. It features Peacock GUI
Kitware [77] using VTK and Trame for interactive exploration of
simulation results. XGC and GTC are complex gyrokinetic toolkits
for simulating plasma turbulence and transport. XGC focuses on
edge physics and diverter regions, while GTC primarily models core
plasma dynamics. According to Atkins III and Geveci [78], both
support advanced visualisation through VTK, VTK-m, Adios, and
Python-based dashboards, enabling interactive in-situ analysis.

Instead of only looking at numbers and graphs, engineers can
now rely on visual insights from these tools to build better control
mechanisms for protecting reactor walls and ensuring safe and efficient
operation. For instance, Someya etal. [79] utilised 3D neutronics
simulations for enhancement of the design of DEMO fusion facility.
The study demonstrates how a simulation based guidance may
influence blanket module position, coolant system configurations,
and remote handling practices to minimise radiation exposure and
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improve reactor safety. By including these visual analyses within
the engineering process, groups can anticipate thermal distortion
issues, residual heat management, and material activation in advance
and design more robust and maintainable fusion reactor concepts.
This ongoing interaction between simulation, design and cross
collaboration is essential for the success of fusion technology.

2.1.6 Visualisation in digital mock-ups for
commissioning, decommissioning, and remote
handling

Advanced visualisation toolkits for large scale digital mock-up
environments have significantly contributed to the field. These are
aimed at enhancing the design, maintainence, and decommissioning
of fusion facilities. Cryer et al. [80] provide a survey of digital mock-
up tools for nuclear decommissioning, evaluating platforms such as
CoppeliaSim, Gazebo, NVIDIA Omniverse Isaac Sim and Choreonoid.
Li etal. [81] has discussed the use of VR-based digital mock-ups for
designing ITER to support design collaboration, research, and training.
The visualisation is aimed at improving understanding and analysis
ITER development process. By integrating advanced visualisation,
visual and haptic feedback, and graphical interfacesLoving et al. [82]
and Haist et al. [83] have developed extensive remote handling systems
that rely on visual feedback for operation, decommisioning of JET and
support the installation of an ITER-like wall.

2.1.7 Summary

Collectively, these studies illustrate a diverse and evolving
landscape in fusion data visualisation, from real-time 2D dashboards
and in situ monitoring to immersive VR/AR exploration and Al-
driven digital twins. Each contribution employs a range of data and
specialised tools, such as Grafana, ParaView, NVIDIA Omniverse,
Unity and various digital mock-up platforms that significantly
enhance our ability to analyse and interpret complex plasma
phenomena and optimise fusion power plant design and operation.

2.2 Visualisation for public engagement
and policy communication

Visualisations are also crucial for policymakers and the general
public because they make progress easier to communicate and
gain support for fusion energy. Here, VR/AR technologies allow
non-technical individuals to engage with designs and learn about
the fundamentals of fusion without necessarily needing to have a
technical background Laboratory [84]; Society [85]. Organisations
such as EUROfusion Eurofusion [86], UKAEA UKAEA [87], PPPL
PPPL [88], and Plasma Science and Fusion Center at MIT Science
and Center [89] have been producing animated videos, interactive
presentations, and virtual tours, which allow decision-makers and
the public to gain an understanding of the potential of fusion energy.

2.3 UK's role in advancing fusion
technologies

The UK government has been actively promoting collaboration
between researchers, industry, and policymakers to advance
fusion energy through dedicated programmes and computing
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infrastructure. The Fusion Computing Lab (FCL) UKAEA [90] is
a collaboration between the UKAEA and the STFC Hartree Centre
that leverages advanced HPC, AI, and data visualisation to develop a
digital twin of a fusion power plant. The work enables parallel testing
and rapid optimisation to overcome technical and financial barriers
in fusion energy research. The Fusion Futures programme UKAEA
[91] and FOSTER (Fusion Open Science Training and Education for
Researchers) UKAEA [92] support interdisciplinary training and
collaboration, ensuring that experts in physics, engineering, and
computational modelling work together effectively. Furthermore,
the Fusion Industry Programme (FIP) UKAEA [93] is aimed at
promoting the development of commercial fusion technology by
strengthening partnerships between the UK government, private
fusion companies, and the supply chain.

3 Materials and methods: building
blocks for fusion data visualisation
3.1 Fusion data

Established
including

industries and scientific research domains,

aerospace, defence, automotive, and advanced
manufacturing, extensively utilise computational tools for design,
analysis, and visualisation. Similarly, fusion engineering and
research rely on diverse data that can be categorised into three key
areas viz. computer-aided design (CAD) and engineering models,
simulation-generated datasets, and data from diagnostics and
experimental measurements Li [94]. Further summarised in Table 2,
these categories correspond to the data generated from the design
and operation of fusion components, power plants, and supporting
facilities, spanning through design, operation, maintenance, and
decommissioning stages. Each category plays a distinct role in the
development of fusion as a viable energy source Aymar et al. [25];

Morris et al. [16]; Patterson et al. [12].

1. CAD and Engineering Data: Designed and developed using
extensive CAD modelling and schematics, engineering CAD
Data visualises structural and mechanical tokamak designs
and allows checking for tolerances, assembly, and interactions
between parts. For example, ITER's CAD models help visualise
complex systems like the vacuum vessel and divertors,
ensuring efficient integration. The ITER CAD model file size is
estimated to be around 20 terabytes of data spread across over
100,000 files, with weekly updates extracting data from various
CAD tools to maintain a comprehensive model at a high level
of detail Song et al. [95]; Aymar et al. [25]; Song et al. [96].

. Simulation-generated Data:
predicting plasma behaviour

Aimed at modelling and

and material dynamics,
simulation data, often generated with the help of high-
performance simulations, such as Magnetohydrodynamics
(MHD), and Gyrokinetics turbulence models, provide a visual
output of the plasma stability with magnetic confinement,
enabling predictive performances for power plants Dimits
etal. [97]; Van Dijk et al. [98]; Brieda [99]. These simulations
can produce petabytes of data, requiring advanced storage,
processing, and visualisation techniques to extract meaningful
insights and ensure accurate predictive modelling Klasky et al.
[100]; Kress et al. [101].
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3. Diagnostics and Experimental Data: It captures real-time
plasma observations through diagnostics, displaying them
as 0D time traces (e.g., magnetic probes), 1D profiles (e.g.,
temperature or density), or higher-dimensional measurements
(e.g., imaging systems). These diagnostics generate large
volumes of high-frequency data, requiring efficient data
processing and visualisation to extract meaningful insights
Abla etal. [26]. Diagnostics, such as Thomson scattering,
not only provide active visual feedback for comparing
experimental results with predictions from design and
simulation, but they are also essential for active control Young
etal. [102]; Burrell [103]; Mukhin et al. [104].

3.2 Tools and technologies

Advanced visualisation plays an essential role at UKAEA
in analysing complex data and gaining deeper insight from
fusion research. This paper highlights a set of key technologies
primarily composed of NVIDIA Omniverse, Paraview, Blender,
Grafana, Unity, Unreal Engine and WebXR. Each contributes unique
capabilities, relevant to the scope of this study and the use cases
detailed in the next section. Further summarised in Table 3, these
are tools that have been commonly used to visualise intricate details
of fusion devices, plasma behaviour, and material interactions in an
interactive and immersive manner. These tools allow researchers to
explore vast datasets from multiple sources, such as 3D CAD models,
simulation outputs, and diagnostic data, in a coherent, intuitive
environment. Leveraging a “single source of truth” visualisation
framework, streamlines collaboration, enhances decision-making,
and ultimately provides insights into the behaviour of fusion
systems. While this section emphasises key tools, it is not exhaustive,
and other technologies beyond the scope of this paper are
not covered.

3.2.1 NVIDIA omniverse

NVIDIA Omniverse is a scalable, real-time collaboration and
simulation platform to simplify visualisation, simulation, and
design workflows Nvidia [105]; Ahmed etal. [106]. At its core,
the Universal Scene Description (USD) open-source file format,
enabled by Pixar, provides a shared and interoperable framework
for complex datasets PixarAnimationStudios [107]. In the fusion
research domain, Omniverse acts as the integration site for various
types of data visualisation. 3D CAD models, simulation outputs,
material properties, and diagnostics. By integrating these diverse
data sources into a single USD-based environment, it facilitates
visualisations and analyses workflows by providing a unified
reference. Specifically, for visualisation workflows, USD serves as a
state mirror for the independent data sources, ensuring consistency
across tools and processes. While simulation or CAD data maintain
their respective roles as Single Sources of Truth (SSOT) within
their domains, USD effectively becomes the SSOT for visualisation
workflows, streamlining and standardizing data representation
Tang et al. [68]. It allows for the photorealistic rendering of fusion
systems, such as merging CAD models of tokamak components
with plasma dynamics from MHD simulations and material
properties for surface interactions. Omniverse enables real-time
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TABLE 2 Comparative summary of fusion data categories from Section 3.1: Functionality, key characteristics, tools, and applications.

Data type

CAD and Engineering Data

Key characteristics

modelling

Detailed geometric and structural
representations; high-resolution 3D

Tools and technologies

AutoCAD, SolidWorks, NVIDIA
Omniverse

Typical applications

Engineering design, assembly
verification, integration with simulation
data

Simulation-generated Data

Time-dependent, multi-physics

datasets

computational outputs; large-scale

JOREK, MOOSE, OMFIT, ParaView,
Blender, VTK-m

Plasma behaviour analysis, predictive
simulations, digital twin frameworks

Diagnostics and Experimental Data

Real-time measurements;
high-frequency sensor outputs;
experimental data

Grafana, MATLAB, IDL, Vislt

Monitoring plasma performance,
anomaly detection, control system
feedback

TABLE 3 Comparative summary of Visualisation tools from Section 3.2: Functionality, key features, and applications.

Software ’ Visualisation type Key features Typical use cases
Paraview Scientific 3D visualisation and data Open-source; handles large-scale, In situ real-time simulation
analysis time-dependent data; supports visualisation, 3D mapping, volumetric
volumetric and in situ visualisation rendering
(Catalyst)
NVIDIA Omniverse Collaborative 3D simulation, digital Interoperable; real-time collaboration; Digital twin creation; collaborative
twins, and real-time visualisation high-fidelity rendering; integration with simulation; immersive, interactive
ParaView, IndeX, Modulus visualisation
Blender 3D modelling, rendering, and Free and open-source; high-quality High-quality 3D renderings; visual
animation photorealistic renderings; advanced presentations; post-processing
animation and simulation capabilities visualisation outputs
Unity/Unreal Interactive, immersive 3D visualisation Game engines with real-time Immersive VR/AR visualisation;
(VR/AR) interactivity; strong VR/AR support; interactive simulations; public outreach
extensive asset libraries; and training
high-performance graphics
Grafana 2D dashboard visualisation and Highly customisable dashboards; Real-time operational monitoring;
real-time data monitoring excellent for time-series data; integrates dashboard displays for fusion
with various data sources; easy experiments; process control
deployment

collaboration on these diverse data sets, building insights through
intuitive, interactive visualisation while maintaining consistency
and alignment across disciplines. This approach accelerates research
and also communicates to the stakeholders in a simplified and
integrated manner, the complexity of fusion phenomena.

3.2.2 Paraview

Paraview is a multi-platform, open-source high performance
data analysis and visualisation application widely used within the
scientific research community to handle large-volume datasets
Kitware [108]. The application is critical for visualising simulation
data in fusion research, particularly those involving complex plasma
dynamics such as MHD and Gyrokinetics models. Paraview adds
the strength of handling high-dimensional data generated by fusion
experiments, large-scale simulations, and sensor outputs, providing
a robust environment for interactive exploratory analysis Penko
etal. [75]. The capabilities of Paraview are further enhanced when
combined with NVIDIA Omniverse, enabling seamless integration
of scientific data visualisation within a unified framework Nvidia
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[109]. The Omniverse-Paraview Connector allows simulation
outputs such as plasma behaviour, turbulence, and magnetic fields,
visualised in Paraview to integrate with 3D CAD models that include
material properties using Omniverse. The workflow reinforces the
cohesive and interactive visual representation of fusion systems,
reinforcing the concept of a single source of truth by ensuring that
design models and simulation results are consistently represented
and accessible in real-time. Omniverse further enhances Paraview’s
visualisation capabilities by complementing its existing features,
such as volume rendering, contour plots, and 3D spatial mapping,
with real-time collaborative workflows and improved rendering
fidelity. Researchers can leverage these capabilities to explore
complex fusion phenomena with greater clarity and accuracy
Moreland et al. [110]; Moreland [111].

3.2.3 Blender

Blender is a free, open-source 3D creation suite widely
used in modelling, animation, rendering, and visualisation
BlenderFoundation [112]. In the context of fusion research, Blender
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plays a crucial role in visualising complex fusion systems and
simulations by providing highly detailed and physically accurate
representations of fusion devices, such as tokamaks. Beyond
generating visually compelling images, Blender’s physically based
rendering (PBR) system is essential for interpreting complex
datasets that would be difficult to grasp using more basic rendering
techniques Kent [113]. By leveraging realistic light interactions,
PBR enhances depth perception and spatial separation of intricate
3D features within the data, which is particularly beneficial for
understanding multi-variable simulations and the behaviour of
fusion plasmas within complex geometries Stacey [114]. Separating
3D features this way is critical for reducing cognitive load, improving
understanding, and allowing for more intuitive data exploration.
Blender’s rendering system, which includes the Cycles ray-tracing
engine for high accuracy, photo-realistic rendering and the real-
time Eevee engine for interactive visualisations, ensures that users
can select the most suitable approach depending on the level of
detail and interactivity required Astuti et al. [115]. Blender enables
researchers to combine a wide range of data types, including 3D
CAD models, simulation outputs, and material properties-when
integrated with tools like NVIDIA Omniverse and Paraview in
a unified, interactive environment. These advanced rendering
abilities and other capabilities, such as real-time global illumination,
allow accurate visualisations connecting simulation data with
actionable insights. Furthermore, the integration of USD files
enables Blender to function within Omniverse’s single-source-of-
truth mechanism, embedding design models, simulation results,
and material properties coherently for efficient joint exploration, as
described in Section 4.2. Such a workflow allows high-fidelity data
visualisation, enhancing research efficiency and decision-making in
fusion technology development.

3.2.4 Grafana

Grafana is used to monitor and analyse data in real time
GrafanaLabs [116]. With its open-source foundation, Grafana
allows users to design and create customisable interactive
dashboards that visualise data bound to time series for real-time
monitoring of experimental conditions and diagnostics during
fusion experiments Manduchi [43]. With Grafana, researchers
are be able to combine live data streams from fusion devices,
sensors, and simulations into dynamic visual displays Geng
etal. [117]. These dashboards allow critical parameters such
as plasma temperature, magnetic field strength, and diagnostic
readings to be tracked, providing real-time insights that support
decision-making and anomaly detection Hutton etal. [47].
With an intuitive interface to represent complicated datasets
graphically in a straightforward way, Grafana is flexible in
its integration; it therefore remains an indispensable tool for
continuous monitoring, analysis, and performance evaluation in
fusion research at UKAEA.

3.2.5 Unreal, unity, and WebXR

addition to such tools as NVIDIA Omniverse,
Paraview, and Blender, UKAEA applies the latest Unity and
Unreal Engine technologies, along with WebXR, to further
this
with fusion data UnityTechnologies [118]; EpicGames [119];

In

enhance work of visualisation and interaction done

MozillaFoundation [120]. Such platforms are useful in creating
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immersive, interactive experiences for researchers and stakeholders
to delve into complex fusion systems in both real-time and virtual
environments.

Both Unity and Unreal Engine are mature game engines that
support rich development of interactive 3D visualisations and
simulations out of the box. Within UKAEA, such tools are applied
to the creation of virtual environments, which merge fusion data,
such as 3D models of tokamaks, plasma simulations, and diagnostic
results, with real-time interaction and analysis capabilities. Unity
and Unreal are especially powerful for realising good-quality,
photo-realistic visualisations and simulations that help understand
how fusion systems would behave under different circumstances.
Their flexibility allows for tuning to specific research needs, which
range from detailed visual representations of plasma dynamics, to
interactive walkthroughs of fusion power plant components Belotti
and Judrez [121]; Keep et al. [122].

WebXR is a web-based platform for immersive experience
development that is accessible directly from the browser
MozillaFoundation [120]. It, therefore, enables the UKAEA to
create, in WebXR, VR and AR applications that have allowed
users to interact directly with fusion data without relying on
any special hardware or complicated installation procedures.
WebXR visualises tokamak and simulation results in AR/VR for
intuitive, interactive insights, providing better understanding and
communication to the users. These technologies can provide real-
time collaboration and remote visualisation, which is also useful for
stakeholders and teams not located at the place where the research
facility is situated. Together, Unity, Unreal Engine, and WebXR
form a powerful suite of tools to enhance the visualisations of
fusion research by offering immersive and interactive platforms
to explore, analyse, and communicate complex scientific data
Kwon et al. [123].

3.3 Visualisation workflows

In the context of fusion research, the visualisation process ranges
from real-time monitoring to in-depth post-analysis. Advanced
tools such as Omniverse, Blender, Paraview, and Grafana, discussed
in Section 3.2 enable these workflows, ensuring seamless data
integration from design, simulation, and experimentation. These
tools, all put together using visualisation workflows, enhance the
ability of researchers to analyse, interpret, and optimise fusion
systems Atkinson et al. [124].

3.3.1 Ad-hoc visualisations

Ad-hoc (or Post-hoc) visualisation workflows commonly focus
on post-processing data to analyse and interpret the results Eppler
and Burkhard [125]. They play an essential role in retrospective
studies and refinement. We have been utilising tools like Paraview,
Blender, and Omniverse to support such workflows effectively.
Paraview is used for scientific visualisation and communication
Ayachit etal. [126]. In contrast, Blender is utilised to create
high-quality renderings and animations of fusion power plant
designs and plasma simulations, mainly for engaging with non-
experts and the general public Abramov [127]; Leppdnen [128].
Omniverse, in turn, allows teams to collaboratively explore digital
twins, refining 3D models and simulation data iteratively in an
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interactive environment Ahmed et al. [106]. Ad-hoc visualisation is
important in validating theoretical models, preparing presentations,
and publishing research findings.

3.3.2 In-situ visualisations

In-situ visualisation helps analyse the data in real-time, or
sometimes near real-time, during a simulation, especially at an
exascale level Klasky etal. [129]; Ma [130]. In this visualisation,
no intermediate data storage is required. Hence, these can be
quite effective when dealing with exascale data evolving from
plasma simulations Harward etal. [131]. Paraview, using the
Catalyst plugin, directly couples HPC workflows to process on-
the-fly visualisations of plasma dynamics, such as instabilities or
turbulence, while simulations run Bauer etal. [132]. It can help
visualise the data in real time, reducing the data storage overhead
and accelerating decision-making in complex computations
Kress [133]. Omniverse Nucleus enables collaboration on in-situ
workflows through simulation streams that are aligned with 3D
environments Hummel and van Kooten [134]. Thus, researchers
can observe plasma behaviour in a digital twin while simulations are
executed on the HPC systems and immediately change parameters
and conditions Davis et al. [135].

3.3.3 Diagnostic visualisations

Diagnostic visualisation workflows provide live data from
experiments and operational data in real time, enabling insight into
monitoring and decision-making. This would ideally be suited for
tools like Grafana, Unity, and Unreal Engine. Grafana allows for
real-time dynamic dashboards displaying experimental parameters
such as plasma temperature, density, and magnetic fields; this
enables the detection and troubleshooting of instabilities during
tokamak experiments Geng etal. [117]; Chen etal. [136]. Unity
provides immersive interfaces where researchers can interact with
real-time experimental data in virtual environments, making it
valuable for training and operational diagnostics Kwon et al. [54];
Li etal. [137]. Meanwhile, Unreal Engine merges diagnostic data
and photorealistic rendering to simulate the effects of parameter
changes on plasma behaviour for a deeper understanding of live
experiments Lennholm and Anderson [138]; Belotti and Judrez
[121]; Kwon et al. [123].

3.4 Summary

The methods and techniques in this section provide the
groundwork for the subsequent results and use cases presented
in Section 4. Building a visualisation pipeline with various fusion
data sources presented in Section 3.1 establishes a framework
(Section 4.1) for near real-time analysis, post hoc interpretation,
and immersive data exploration. The coalition of ad hoc and in-situ
visualisation workflows, enabled by tools discussed in Section 3.2
leads to the integration of simulation, design, and diagnostic
information. This facilitates more intuitive and interactive
analysis of the data but opens the door to new applications in
fusion digital twins, photorealistic rendering, and immersive
VR/AR-based insights, as presented in the subsequent outcomes.
Specific use cases showcasing these capabilities are explored in

Sections 4.2-4.4.
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4 Results

4.1 Towards an integrative fusion data
visualisation framework

This section combines the key elements discussed in Section 3
into an integrative block diagram, as shown in Figure 1. The diagram
begins with “Fusion Data” sources, which include CAD models,
simulation outputs, and diagnostic measurements generated by
fusion power plants and facilities. These raw data undergo a
preprocessing stage, where filtering, cleaning, and format conversion
are generally performed to ensure compatibility with subsequent
processing. The core of the diagram details multiple visualisation
workflows, categorised into ad hoc visualisation for post-processing
static analysis, in situ visualisation for real-time integration
with simulation, immersive visualisation for interactive VR/AR
exploration, and Al-driven digital twin frameworks for predictive
analytics. Following these workflows, specialised processing and
analysis tools such as VTK, ParaView, NVIDIA Omniverse,
Grafana, and Unity/Unreal are employed to render and analyse
the data. Finally, the visualised outputs are delivered to end-
users through 2D/3D visualisations, dashboards, photorealistic
renderings, immersive experiences, and interactive digital twins,
with feedback loops incorporated to refine and optimise the entire
visualisation pipeline. The framework aims to streamline fusion
data processing and visualisation by creating a unified environment
where all data components are consolidated into a single source
of truth. This integrated approach simplifies the overall process,
ensuring that every team member works with the same up-to-date
and comprehensive dataset. The next three sections discuss use
cases, each detailing visualisation workflows in fusion research.

4.2 Photorealistic and camera-like
visualisations of MHD simulations in fusion
experiments

This use case outlines a method for producing photorealistic
visualisations of MAST-U simulation data using the simulated
camera to mimic the output of a realistic MAST-U camera. As shown
in Figure 2, by combining simulation results with the CAD model
of the MAST-U tokamak, this workflow produces realistic images
that reflect real-life camera perspectives through photorealistic
rendering techniques Hoelzl etal. [139]; Smith etal. [140]. The
workflow benefits fusion engineers, simulation scientists, and
stakeholders interested in understanding and optimising tokamak
operations.

To start, JOREK simulations are run on an HPC system,
generating approximately 4TB of data as VTK files. In these files,
variables such as electron density, electron temperature and neutrals
density are used and to represent da plasma emission which provide
insights into the plasma filament dynamics. The simulation data is
imported into Paraview, filtered, and visualised as a 3D volume. The
data is further processed using the Paraview-Omniverse Connector
and is sent to NVIDIA Omniverse Nucleus file sharing platform, as
a USD file.

Simultaneously, the CAD model of the MAST-U tokamak,
which is approximately 200 GB in FBX format, is converted and
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FIGURE 1

Block diagram illustrating the integration of fusion data sources (CAD, simulation-generated, and diagnostics) using key tools (Omniverse, ParaView,

Blender, Grafana, Unity/Unreal) and visualisation workflows (ad hoc, in situ, diagnostic), resulting in final results such as 2D/3D visualisations,
photorealistic renderings, and immersive experiences.
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Workflow for Generating Camera-Like Visualisations of JOREK MHD Simulation Data in the Context of MAST-U Tokamak. This figure shows the
workflow of producing photorealistic renderings that imitate real camera outputs. This workflow combines JOREK simulation data with the MAST-U
CAD model using Paraview, NVIDIA Omniverse, and Blender. The resulting images are rendered with camera properties aligned to the MAST-U

experimental setup, producing realistic and time-accurate visualisations.

exported to Omniverse Nucleus as a USD file. The simulation
data and CAD model are merged into a Single Source of Truth
USD (SSOT-USD) file in NVIDIA Omniverse USD Composer.
Photorealistic materials are assigned to different parts of the
tokamak as shown in Figure 3, enhancing realism and creating a
unified dataset that accurately represents the fusion device NVIDIA
[141]. Using the SSOT-USD, Figure 4 shows the MAST-U tokamak
rendered in Omniverse with the vessel hidden to expose plasma
filaments from JOREK simulation data, providing an unobstructed
view of plasma filaments and tokamak geometry.

The SSOT-USD file is then imported into Blender using the
Omniverse-Blender connector. For matching the experimental
setup, camera properties of the real camera, such as lens
characteristics and positions, are used for creating a synthetic
camera in BlenderFoundation [142]. At this stage, an emissive
shader is applied to the volumetric data corresponding to da
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for mimicking plasma emission. Finally, Blenders rendering
system is used for generating photorealistic rendered visualisations
combining the simulation data with the CAD model in a visually
accurate manner. This workflow ensures that the visual outputs
reflect the perspective and context of real-world experiments.
However, the end result is a non-linear image sequence in time at
this stage. To generate a sensible video, time-stamps corresponding
to each image are required to accurately reconstruct the temporal
evolution of the simulation.

As JOREK is a non-linear code, the simulation accounts for the
nonlinearity of the MHD equations. To capture the plasma’s dynamic
behaviour, the time-step size is adjusted during the simulation to
correctly resolve periods of high activity and faster time scales,
which is integral to JOREK. As a result, the generated image
sequence from the previous step consists of non-linear time steps.
A text file with timestamp data from simulation data is then
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FIGURE 3

A comparison of real and rendered views of the MAST-U tokamak. (a) Top view of the real MAST-U tokamak located at UKAEA. (b) Top view of the
MAST-U tokamak rendered in Omniverse. (c) Internal vessel view of the real MAST-U tokamak. (d) Internal vessel view of the MAST-U tokamak rendered
in Omniverse, showcasing photorealistic materials, highlighting accurate rendering of internal components.

FIGURE 4
MAST-U tokamak rendered in Omniverse with the vessel hidden,

revealing plasma filaments from JOREK simulation data

generated, mapping these time steps to the corresponding rendered
images. Using this mapping and combining the frames, FEMPEG
creates a seamless video that accurately reflects the temporal

Frontiers in Physics

evolution of plasma dynamics (da) within the MAST-U tokamak
FFmpeg [143]. The final video provides a realistic and compelling
demonstration of the simulation. A video showcasing the output can
be found in Supplementary Video S1.

This workflow delivers several benefits. First, the visualisations
generated by this workflow allow researchers to analyse plasma
behaviour in a highly realistic context. Additionally, non-experts
can benefit from the visualisations’ ability to illustrate intricate
phenomena. Furthermore, accurate representation of non-linear
time ensures that simulated results are consistent with physical
conditions, providing reliable evidence for tokamak design and
operating conditions.

4.3 Interactive 2D/3D visualisation of
diagnostic data

Figure 5 illustrates the Fusion Diagnostic Data Visualisation
Dashboard, developed to analyse data from one of the experimental
campaigns of the MAST tokamak. This dashboard is implemented
using Grafana and further enhanced using WebXR. The dashboard
provides an intuitive interface consisting of several panels, each
representing a specific diagnostic or operational parameter recorded
during the experiment. Examples include camera images of the
MAST centre column and various time series profiles including,
D, emission from the edge, gas pressure, line-averaged electron
density, plasma current, and total power. These panels enable users
to monitor and correlate variables in real-time or over a specific time
range, offering insights into plasma behaviour and the performance
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Grafana-based diagnostic data visualisation dashboard for MAST-U. The dashboard displays data from various diagnostics, including camera images of
the centre column, D, emissions, gas pressure, line-averaged electron density, neutron flux, plasma current, solenoid current, and total injected power.

Data for this figure is sourced using the FAIR MAST project.

of the fusion experiment. The experimental data displayed in this
dashboard is sourced from the FAIR MAST project, which facilitates
data collection, processing, and dissemination from the tokamak
facility Jackson et al. [144] in a public repository. This integration
makes high-fidelity diagnostic data readily available for review and
visualisation.

A prototype 3D interactive application visualising the tokamak
is under development to enhance the understanding of diagnostic
data. This prototype merges panels from its Grafana dashboard
with a simplified CAD model, as shown in Figure 6. It is important
to note that Figure 6 is a mock-up and may not accurately reflect the
final version of the application. Each panel is spatially mapped to the
nearest location of its diagnostic sensors around the tokamak. Using
this application, researchers can explore and analyse diagnostic
signals in the context of their origin through an interactive 3D
visualisation that incorporates real-time data representation. Using
amouse, users can interact with the 3D model, select their preferred
areas, and view associated diagnostic data, such as the mid-plane
or divertor. This integration helps identify spatial relationships
between signals and underlying plasma behaviour and interpret
complex data.
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4.4 Immersive visualisations

We developed a WebXR-based AR/VR application integrating
JOREK MHD simulation data with MAST-Upgrade (MAST-U)
CAD models, creating an interactive and immersive mobile-
powered visualisation platform. The process involved integrating
high-fidelity simulation data from JOREK MHD simulations
with detailed CAD models of the MAST-Upgrade tokamak. The
simulation outputs were converted into visualisable 3D formats such
as USDZ and GLTE ensuring compatibility with AR platforms.
Further, a rendering app using WebXR and Model Viewer was
built to provide smooth visualisation of complex plasma filaments
alongside the tokamak structure. Similar to the AR applications
in the paper, this required optimising the model, such as the
file size and triangle count, for real-time interactivity while
maintaining scientific accuracy. User interaction capabilities, such
as walking around the model and zooming in on specific features,
were implemented using WebXR’s spatial tracking capabilities.
The AR experience stitches together the physical geometry with
dynamic plasma simulations in a full AR experience. This
workflow assures scientific fidelity while providing a practical and
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Prototype application showing an interactive 3D visualisation of a tokamak with embedded Grafana panels. Diagnostic data panels are mapped to the

nearby locations of their corresponding sensors within the tokamak

interactive tool for the investigation of tokamak structures and
plasma behaviour.

The screenshot of the WebXR application shown in Figure 7
visualises the static geometry of the tokamak with dynamic plasma
filaments simulated by JOREK. In the AR mode, the 3D model can
be displayed at a scale of 1:1, or it can be placed in front of or around
the user, scaled-down, enabling intuitive virtual walk-through of
spatial relationships and scale. The application offers an interactive
user experience, where users can move around the tokamak
model and observe it from different angles in real space. Plasma
filaments, represented as dynamic, flowing structures within the
tokamak, demonstrate key physical processes, such as edge-localised
modes. This visualisation helps in understanding the plasma
behaviour and its interaction with the components of the device.
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This AR application was also presented during the visualisation
workshop, and it was met with a favourable response from the
participants.

5 Discussions and conclusion

In this paper, we describe how advanced visualisation frameworks
and workflows can contribute to fusion research by enabling
more integrated and intuitive analysis of complex, multidimensional
data. By combining photorealistic rendering, in situ visualisation,
and immersive AR/VR interfaces, these techniques can potentially
unify disparate datasets, e.g., engineering CAD models, simulation
outcomes, and diagnostic measurements, into a more integrated
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MAST-U CAD 3D Model

FIGURE 7

VoLDA workshop.

Plasma profile using JOREK MHD UKAEA AR 3D Model Viewer
Simulation

Visualising a Digital Twin of MAST-U Tokamak in AR/VR. (a) 3D Model created by combining MAST-U CAD and JOREK MHD Simulation Data. The
MAST-U CAD model is overlaid with a plasma profile using JOREK MHD simulation in a virtual environment where a user interacts with the 3D model
using AR/VR. (b) UKAEA AR 3D Model Viewer, a WebXR application hosted at https://niteshbhatia008.github.io/ukaea, allows users to view the 3D
MAST-U Tokamak model in augmented reality on browsers. (c) AR visualisation of the 3D MAST-U Tokamak at Fusion Research and Technology Hub
(FURTH) test cell at the Princeton Plasma Physics Laboratory (PPPL) where the model is demonstrated in a real-world setting during the

Please use the drop-down MAST-U i

to select 3D Models:

Note: Please use Safari on iOS and Chrome
(b) on Android for viewing these models in AR

and comprehensible form. In turn, this can improve data
representation accuracy and clarity while promoting collaboration
among interdisciplinary teams. As these visualisation workflows
continue to mature, their role in fusion research may extend from
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augmenting data analysis to enabling real-time analysis, interactive
exploration, and tighter coupling with Al-driven tools. Interactive
manipulation of fusion data in immersive environments also opens
up new possibilities for training, iterative design, and communication
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with stakeholders. Further studies and iterative refinements, however,
will be necessary to establish their actual effectiveness in practice.
Future and current work will tackle how such techniques can
be even more optimised to better cater to the requirements of
fusion experts and non-experts in, e.g., adaptive visual analytics,
real-time simulation integration, and digital engineering workflows.
Usability and effect can be enlightened through collaborative user
studies and inform framework development as it is applied to real-
world issues and technical innovations. As visualisation methods
continue to develop, their influence in determining the way fusion
research is planned, analysed, and communicated will likely become
increasingly pronounced.

As discussed in this paper, fusion experiments generate vast
amounts of data, often reaching terabytes or even petabytes
per operational run, posing significant challenges to the
computational infrastructure. The integrative framework discussed
in Section 4.1 leverages tools tailored for modern HPC and cloud
computing environments. As a result, the use cases presented in
Sections 4.2-4.4 employ hybrid visualisation techniques to manage
this vast data effectively. While more universal computational
and data management challenges fall outside the visualisation
method’s scope, the tools and techniques ensure that even the
most computationally demanding simulation data with high
dimensionality and high temporal evolution can be visualised
interactively. We are further developing the framework and
workflows in leading UK-based HPC facilities, such as CSD3,
Isambard-Al, and Dawn. In future work, we intend to explore
strategies for optimising computational performance to support
large-scale fusion data visualisation. In addition, we plan to expand
our use cases by leveraging platforms such as Omniverse to
incorporate data from UKAEAS fusion facilities, such as MAST-U,
Chimera, LIBRTI, and more as discussed in Davis et al. [135]. This
approach will not only enhance our visualisation capabilities but also
promote broader adoption within the fusion research community.

Looking into the future, the presence of emerging technologies
such as AT, ML, and high-performance data analysis has tremendous
potential for advancing fusion data visualisation. Algorithms based
on Al and ML can be effectively designed and deployed to offer
automation support for data reduction and anomaly detection.
The algorithms can be designed to personalise visual outputs,
uncovering significant patterns and inconsistencies that otherwise
would go unnoticed. Human-centered Gen-AI and copilots agents
integrated into the dashboard would adjust visualisation parameters
in an adaptive manner according to the manner in which
experimental conditions are changing, thereby making the data
interpretative and user-friendly. Further, building fusion digital
twins that fuse live diagnostic data with simulation outputs
would also facilitate predictive analytics and optimisation of
experiment configuration sequentially. In the long term, these
advancements simplify decision-making, lower operating costs, and
step up the progress towards practical fusion energy. The dual
emphasis on addressing the near-term challenges of managing
large heterogeneous datasets and potential integration with next-
generation technology such as Omniverse underscores the central
role of advanced visualisation in the evolution of fusion research.

In addition to the advancements presented in this study, several
key avenues for future research have been identified to further
enhance fusion data visualisation.
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e Real-Time Rendering and Simulation Integration: Future
efforts will be directed towards extending photorealistic and
camera-like visualisations with in-situ workflows to include
real-time rendering for simulations. This will allow researchers
to interact with the behaviours of dynamic plasma in real-
time, making it a more powerful instrument for experimental
analysis and decision-making. Additionally, efficient use of
HPC resources will be crucial for post-processing large
simulation datasets.

e Al-Driven Adaptive Dashboards: The diagnostic data
dashboard may also incorporate artificial intelligence and
machine learning, allowing adaptive systems to automatically
adjust visualisations based on user preferences and the context
of the experiment. An Al-driven dashboard can leverage
specific visualisation grammars, predefined rules, and patterns
in the data, tailoring the experience to each user and their
exploration pattern. This, in turn, would further facilitate
a targeted display that only shows the user relevant data
for the task at hand. The dashboard may be able highlight
critical events, anomalies, or correlations so that users can
determine key insights without being overloaded with excess
data. Furthermore, recent advances in natural language
processing could enable users to interact more intuitively
with the system by posing queries in natural language.
In such a system a researcher can simple say, “Show the
signals most correlated with a drop in plasma current;” and
automatically the dashboard refreshes with appropriate data
visualisations.

¢ Extended AR/VR Capabilities: The AR/VR Application can
be further extended to support more complex simulations
and additional diagnostic data overlays into deeper analysis.
One key avenue for expansion is the integration of in-situ
simulation data into the augmented or virtual environment,
making the system more interactive during experiments.
Another very significant area of development is the applied
use of immersive AR/VR for digital engineering, design
and exploration fusion facilities such as ITER, STEP, and
LIBRTI Baker [145]. Integrating these tools would allow for a
more comprehensive visualisation of facility design, optimising
planning and analysis. The application may be extended to
benefit from Omniverse, a collaborative platform that would
enable real-time simulations and design iterations. These
advancements allow users to interface naturally and intuitively
with dynamic living data while creating a more engaging and
efficient research process.

¢ Integration into Broader Fusion Research Ecosystems: The
three above use cases can benefit from having the ability to
easily interface larger tools or platforms from broader fusion
research: end-to-end transfers, for instance, of simulation
systems with diagnostics and design in a continuous research
process, will raise such visualisations’ values. This would better
standardise the entire research process and be interoperable
with other data management and visualisation tools applied
within the fusion community. A unified data pipeline will
better provide access to the data, thus allowing researchers
to visualise and analyse the same much more effectively
while smoothening their workflows for collaboration across
different teams.
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e Enhancing Accessibility: Of course, further studies
are needed to design, develop and integrate advanced
visualisations using the overall accessibility standards to
provide full universal access for people with disabilities.
In this regard, integration of keyboard navigation and
compatibility with screen readers has been implemented as
an initial step toward allowing the research output to reach
its full accessibility to a larger segment of users, particularly
colour blindness or low-vision users, within collaborative
and more effective data analytics for scientific findings and
discoveries. The aim is to inject accessibility principles into
visual information to guarantee an inclusive, user-friendly
environment that empowers each researcher to view and
analyse diagnostic data effectively.

In summary, the role of advanced visualisation is underlined
in facing the ever-increasing complexity of fusion research, from
engineering CAD models to multi-physics simulations and AI-driven
diagnostics. A wide variety of datasets requires the development
of visualisation systems that enable seamless exploration and
analysis. The workflows described in this paper demonstrate
advanced workflows in photorealistic rendering, AI-powered adaptive
dashboards, and immersive AR/VR experiences for interpreting
and making sense of the complex data created through fusion.
The heterogeneous data are integrated into one place, and
intuitive, interactive analysis tools support iterative refinement and
retrospective analysis, enhancing decision-making and insight in
fusion experiments. Moving forward, this is where more development
in these visualisation technologies will continue to make fusion data
more usable and available for researchers to extend the boundaries
of development in fusion energy. These future developments align
toward more effective study of fusion and democratising access to
complex scientific data, making it increasingly possible for a wide
range of researchers to contribute to the advancement of fusion energy.
The push for extreme data visualisation and interactivity continues to
change how fusion research is done and communicated.
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