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To enable to achieve high performance measurement of CH4 and CO2 gases
in the field environment, a measuring system using infrared tunable diode
laser absorption spectroscopy (TDLAS) technology was proposed in this paper.
The measuring system adopted an infrared compact-linear optical structure,
including two infrared distributed feedback (DFB) lasers (central wavelength at
2,325 nm and 2004 nm, respectively), long optical pathmulti-pass cell (effective
optical path is 41.5 m) and photoelectric detectors (response wavelength is
from 900 nm to 2,600 nm). Combining system state parameter equivalence
correction (SSPEC) method to eliminate of measuring system error. The
experimental results show that the minimum detection limit (MDL) of CH4 and
CO2 are 0.29 ppmv@29s and 6.5 ppmv@17s, the measurement uncertainty is
2.4‰ and 2.5‰ with 98% confidence interval, the maximum measurement
errors are 2.3‰and 2.5‰. Finally, the environmental adaptability test was carried
out in the seismic station of Jilin Province, P.R. China. Compared with the
internationalmeasuring system, themeasurement performance of the proposed
system is better.

KEYWORDS

measurement of CH4 and CO2, TDLAS technology, SSPEC method, elimination of
measuring system error, environmental adaptability test

1 Introduction

Gas geochemical exploration (GGE) is an effective method for the analysis and
monitoring of earthquake early warning, which is crucial for mitigating earthquake-related
disasters. CH4 and CO2 are two key trace gases that play a significant role in GGE1 [1–3].
The concentrations of CH4 and CO2 exhibit notable changes before and after seismic events.
Accurate monitoring of these gas concentrations is of paramount importance for enhancing
earthquake early warning systems.

Tunable diode laser absorption spectroscopy (TDLAS) has been successfully applied
in many areas due to the advantages of high sensitivity and fast response [4–10].
Compared with other spectroscopic technologies with complex structures, TDLAS is
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more suitable for in-situ gas detection in the wild [11–17]. To ensure
measurement accuracy in the wild, the current studies include
two methods: error compensation technology and calibration-
free technology. In 2021, Li Ma employed the particle swarm
optimization algorithm to refine the BP neural network and
developed a temperature compensation method for CH4 gas
measurement [18]. This approach achieved a relative error of
0.3% when measuring standard CH4 gas and has been successfully
applied in mine gas measurement. In 2021, Ningwu Liu proposed a
second-harmonic calibration-free method that utilizes the average
value of the first-harmonic signal to normalize the concentration
information contained in the second-harmonic signal, thereby
mitigating the errors caused by laser intensity fluctuation [19]. The
uncertainty in CO2 concentration measurements is approximately
±4.6%. While both error compensation and calibration-free
technology can enhance the accuracy of measuring system,
these methods typically address only single-parameter error,
such as gas temperature or initial light intensity. However, in-
situ geochemical gas measurements in field environment involve
multiple system parameter errors beyond just gas temperature or
initial light intensity. Consequently, research on multi-parameter
error correction techniques is essential for enhancing the reliability
and accuracy of in-situ geochemical gas measurment.

To solve the above-mentioned problems, based on infrared
TDLAS technology, this paper using SSPEC method, including
light intensity equivalent correction, sample gas temperature
equivalent correction, sample gas pressure equivalent correction
and molecular number equivalent correction, to eliminate
of measuring system error and to achieve high accuracy
measurement.

2 Measurement system configuration

2.1 Absorption line selection

In the near infrared band, the strongest CH4 andCO2 absorption
lines are located in the 2.3 μm and 2.0 μm absorption bands,
respectively [20, 21]. Considering the complex composition of
geochemical gases, the selection of non-overlapping absorption lines
is a prerequisite to achieve high accuracy measurement. In fault
gas monitoring application, the main interfering components are
H2O and NH3. Under the conditions of gas temperature is 30°C, gas
pressure is 40Torr and effective optical path is 41.5 m, the absorption
lines of 100 ppmvCH4, 100 ppmvCO2, 2%H2O and 100 ppmvNH3
are simulated by HITRAN database [22].The selected CH4 and CO2
absorption lines are shown in Figure 1.

Two non-overlapping absorption lines are selected for each
gas to measure the gas concentration and calibrate the gas state.
R1@2325.38 nm and R3@2003.01 nm are used to measure the
concentration of CH4 and CO2, respectively, and R2@2325.55 nm
and R4@2003.50 nm are used to calibrate the status of CH4 and
CO2, respectively.When the sample gas pressure exceeds 40Torr, the
CH4 absorption lines overlap, and the measurement pressure of the
measuring system is set to 40 Torr. Absorption lines do not overlap
with H2O, NH3 and other chemical components.

FIGURE 1
The selection of CH4 and CO2 absorption lines.

2.2 Hardware system description

The overall structure block diagram of the CH4 and CO2
measuring system is shown in Figure 2, including the optical system,
electrical system, intake system and temperature control system.

The optical system consists of two distributed feedback (DFB)
lasers (Norcada 2,325 nm for CH4, Norcada 2004 nm for CO2),
a 2 × 1 optical fiber coupler (Thorlabs, TW2000R5A1B), a wide
spectrum collimator (Thorlabs, F028APC-2000), a multi-pass cell
with effective optical path of 41.5m, and a photodetector (Thorlabs,
PDA10D2). Two DFB lasers are used to emit a specific wavelength
of measurement light; 2 × 1 fiber coupler is used to implement the
detection opticalmultiplexing;Thewide spectrum collimator is used
to adjust the beam quality in a wide spectrum range and provide
small beam waist and parallel detection light.The function of multi-
pass cell is to realize long-distance transmission of measurement
light, increase the interaction distance between sample gas and
measurement light, and improve the signal-to-noise ratio of spectral
signal. Photodetector is used to convert spectral signals containing
concentration information into electrical signals that are easy to
transmit and process. The advantage of the optical system is that it
can achieve high performance measurement of CH4 and CO2 and
freely expand the light source within the allowed spectral range to
increase the measurement component.

The electrical system includes main control module,
communication module, signal generation module, acquisition
module, phase-locked amplifier module and signal processing
module. They are used to control the operation of the measurement
system, transmit control signals and data with the upper and lower
systems, provide signals for the measurement system hardware,
collect spectral signals and system status signals (including the
second harmonic signal, detector output signal, multi-pass cell
temperature sensor signal, shell temperature sensor signal, pressure
sensor signal), extract the second harmonic signal amplitude and
correct the measurement error.

The intake system includes a high precision pressure
control subsystem and an adaptive dilution subsystem. The
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FIGURE 2
The overall structure block diagram of the CH4 and CO2 measuring system.

high precision pressure control subsystem is used to fill the
sample gas and accurately control the sample gas pressure.
The adaptive dilution subsystem is used to dilute the sample
gas concentration and expand the measurement range of the
measurement system. The intake system adaptively dilutes the
sample gas to measure a wide concentration range of CH4 and
CO2.The temperature control system includes the shell temperature
control subsystem and the multi-pass cell temperature control
subsystem. The shell temperature control subsystem is used
to reduce the environmental disturbance and provide a stable
measurement environment for the measurement system. The
multi-pass cell temperature control subsystem is used to lock
the state of the multi-pass cell and precisely regulate the sample
gas temperature to improve the measurement accuracy of the
measurement system.

3 SSPEC method

3.1 Method description

SSPEC method is based on the Beer-Lambert law [23] and
the theory of harmonic detection, using the temperature and
pressure differences of multiple absorption lines to correct the error
method, which can eliminate the system state error and improve the
measurement accuracy of the measuring system.

TheSSPECmethodconsistsof fourparts, light intensity equivalent
correction, sample gas temperature equivalent correction, sample
gas pressure equivalent correction and molecular number equivalent
correction. Its schematic diagram is shown in Figure 3.

The equivalent correction of light intensity is used to eliminate
the initial light intensity error caused by the deformation of
the multi-pass cell due to inaccurate temperature control of the
detection system, and the light intensity error caused by the output
fluctuation of the laser. The equivalent correction of sample gas
temperature is based on the temperature characteristics difference
between the measured absorption line and the reference absorption
line, and to eliminates the measurement error caused by inaccurate
temperature control of the sample gas. The equivalent correction
of sample gas pressure eliminates the measurement error caused
by inaccurate pressure control of the sample gas by correcting the
output of the sample gas at the current pressure to the output at
the calibration pressure. The equivalent correction of molecular
number eliminates themolecular number error caused by inaccurate
temperature and pressure control of the sample gas.

The correction process of SSPEC method can be
expressed as Equation 1,

2 fcor = O(I) ×T(δT) ×K(δP) ×N(δT,δP) × 2 fmax−1 (1)

where, 2fcor is the amplitude of the second harmonic signal output
by the measuring system after parameter correction, O(I) is the
light intensity equivalent correction coefficientwhen the output light
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FIGURE 3
The schematic diagram of SSPEC method.

FIGURE 4
The relationship between the line intensity ratio and the temperature of CH4 and CO2.

intensity is I, T (δT) is the temperature correction coefficient when
the temperature error of the sample gas is δT, K (δP) is the pressure
correction coefficient when the pressure error of the sample gas is
δP, and N (δt, δP) is the molecular number equivalent correction
coefficient when the temperature error of the sample gas is δT and
the pressure error is δP.

The following will elaborate in detail on the theories of
light intensity equivalent correction, temperature equivalent
correction of the sample gas, pressure equivalent correction

of the sample gas, and molecular number equivalent
correction.

3.2 Light intensity equivalent correction
theory

The light intensity equivalent correction is to eliminate the
light intensity error by using the difference between the measured
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FIGURE 5
The process of temperature equivalent correction and pressure
equivalent correction.

initial light intensity and the calibrated initial light intensity, and
the light intensity equivalent correction coefficient is expressed
as Equation 2:

O(I) =
I0
I

(2)

Where, I0 represents the initial light intensity and I denotes the
output light intensity. I0 is a calibration-dependent constant, while
I can be directly obtained by the state observer once the system
reaches steady state.The amplitude of the second harmonic signal of
the measuring system, after equivalent correction of light intensity,
can be expressed as Equation 3:

2 fI = O(I) × 2 fmax−1 (3)

3.3 Temperature equivalent correction
theory

Temperature equivalent correction is a method that measures
the temperature error of the sample gas by utilizing the temperature
characteristic differences between the measured absorption
spectral line and the reference absorption spectral line. Then, the
measurement results are corrected based on the temperature error of
the sample gas. The greater the difference between the temperature
characteristics of the measured absorption line and the reference
absorption line, the more accurate the sample gas temperature
measurement results.

The temperature error of the sample gas can be
expressed as Equation 4:

δT =
hc
k
ΔE

ln R2 f + ln
S2(T1)
S1(T1)
+ hc

k
ΔE
T1
+ ln 1

G
+ ln I(ν2)

I(ν1)

(4)

Here, T1 is the reference temperature of the sample gas, S1(T1)
and S2(T1) are the line intensities measured for the absorption lines

and the reference absorption lines when the temperature of the
sample gas is T1, respectively, R2 f is the ratio of 2 fmax−2 to 2 fmax−1,
and ΔE is the energy level difference of the ground state. I(ν1)
and I(ν2) are the output intensities corresponding to the central
frequencies of the measured absorption lines and the reference
absorption lines, respectively.

Based on the calculated temperature error of the sample gas,
the temperature correction coefficient of the sample gas can be
expressed as Equation 5:

T(δT) =
g0(Ts0)S(Ts0)

g0(Ts0 + δT)S(Ts0 + δT)
(5)

Here, S(Ts0) and S(Ts0 + δT) are the intensities of the absorption
lines when the sample gas temperature is Ts0 and Ts0 + δT
respectively, g0(Ts0) and g0(Ts0 + δT) are the amplitudes of the
normalized linear functions of the absorption lines when the sample
gas temperature is Ts0 and Ts0 + δT respectively. The relationship
between the line strength of the absorption lines and the sample
gas temperature can be directly obtained by querying the HITRAN
database. The amplitude of the second harmonic signal of the
measuring system after temperature equivalent correction can be
expressed as Equation 6:

2 fT = T(δT) × 2 fI (6)

3.4 Pressure equivalent correction theory

The pressure equivalent correction involves adjusting the
measurement results based on the discrepancy between the
pressure response of the detection system and that of the
sample gas. The pressure equivalent correction coefficient can be
expressed as Equation 7:

K(δP) =
P(X)X=P0

P(X)X=P0+δP
(7)

Here, P(X) is the response function of the measuring system
under different pressures, X is the pressure of the sample gas, δP
is the pressure error of the sample gas, P(X)X=P0 and P(X)X=P0+δP
are the pressure responses of the measuring system when the
pressure of the sample gas is P0 and P0 + δP respectively. The
pressure response of the measuring system can be directly measured
through experiments. The amplitude of the second harmonic signal
of the measuring system after pressure equivalent correction can be
expressed as Equation 8:

2 fP = K(δP) × 2 fT (8)

3.5 Molecular number equivalent
correction theory

According to the basic laws of ideal gases, themolecular number
density is affected by the temperature and pressure of the sample
gas. Molecular number equivalent correction utilizes the errors
in the temperature and pressure of the sample gas to correct
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TABLE 1 Parameters correction process using SSPEC method.

Calibration data Correction process
data (ppmv)

Measurement errors
(ppmv)

Corrected accuracy

Raw Data — — 25.99 99.13%

Light Intensity Equivalent
Correction

165 mV −10 15.99 99.47%

Temperature Equivalent
Correction

30°C −10.34 5.65 99.81%

Pressure Equivalent
Correction

40 Torr −13.8 −8.15 99.73%

Molecular Number Equivalent
Correction

— 1.85 −6.3 99.79%

SSPEC Correction — −31.04 −6.3 99.79%

FIGURE 6
(a) Allan variance analysis for CH4, (b) Allan variance analysis for CO2.

FIGURE 7
(a) CH4 measurement data and corresponding statistical distribution, (b) CO2 measurement data and corresponding statistical distribution.
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FIGURE 8
Measurement Results of 500 ppmv CH4 and 1,000 ppmv CO2.

the molecular number error. The molecular number equivalent
correction coefficient can be expressed as Equation 9:

N(δT,δP) =
V× (P0 + δP)
R× (T0 + δT)

(9)

Here, V represents the volume of the multi-pass cell. The
amplitude of the second harmonic signal of the measuring system
after equivalent correction of the number of molecules can be
expressed as Equation 10:

2 fcor = N(δT,δP) × 2 fP (10)

In summary, the SSPECmethod based on multi-line calibration
can be expressed as Equation 11:

Cout = O(I) ×T(δT) ×K(δP) ×N(δT,δP) ×Craw (11)

The SSPEC method has two distinct advantages: firstly, it
can monitor the status of the measuring system to ensure the
reliability of the measurement results. Secondly, it can correct the
system status errors to enhance the measurement accuracy of the
measuring system.

4 SSPEC method simulation
experiment

Considering that the I0 in the light intensity equivalent
correction can be measured directly, the reliability of the
molecular number equivalent correction is directly affected by
the effect of the temperature and pressure correction of the
sample gas. Therefore, this part only verifies the validity of the
temperature equivalent correction and the pressure equivalent
correction.

According to the HITRAN database, when the temperature of
the sample gas is 30°C and the pressure is 40 Torr, the relationship
between the line intensity ratio (the measured absorption spectral
lines over the reference absorption spectral lines) and the
temperature of CH4 and CO2 is shown in Figure 4.

The actual temperature of the sample gas can be calculated
by using the relationship between the line intensity ratio and the
temperature of CH4 andCO2. For example, when the concentrations
of the CH4 and CO2 sample gas are both 3,000 ppmv, the
temperature is 30.4°C, and the pressure is 39.5 Torr, the CH4 and
CO2 absorption coefficients are 0.1487 and 0.0870, respectively.
Actually, the measured absorption spectral lines of CH4 and CO2
(R1 and R3) over the reference absorption spectral lines (R2 and R4)
are 10.0666 and 2.5478, respectively. According to the relationship
in Figure 4, the temperature of the sample gas was calculated as
30°C. The absorption coefficients of CH4 and CO2 were corrected
using Formula 5. After the correction, the absorption coefficients
of CH4 and CO2 were 0.1491 and 0.0873 respectively. After the
temperature equivalent correction, the absorption coefficients
of CH4 and CO2 are corrected according to the pressure error,
and the corrected absorption coefficients of CH4 and CO2 are
0.1503 and 0.0877, respectively. The process of temperature
equivalent correction and pressure equivalent correction is
shown in Figure 5.

The corrected absorption coefficients of CH4 and CO2 are
the same as that of the sample gas at 30°C and 40 Torr. The
above simulation results can prove the effectiveness of temperature
equivalent correction and pressure equivalent correction, and also
preliminarily prove the validity of the SSPEC method based on
multi-spectral line calibration.

5 SSPEC method verification
experiment

5.1 Experimental validation of the SSPEC
method

Take CO2 as an example, themeasuring systemwas employed to
measure a 3,000 ppmvCO2 standard gas at 25°C. To clearly illustrate
the parameters correction process using SSPEC method, Table 1
records the calibration data, correction process data, measurement
errors, and correction results.

The analysis of the aforementioned measurement results
demonstrates that the SSPEC method significantly improves the
accuracy of the measuring system.

5.2 The minimum detection limit

A mixed standard gas containing 1,000 ppmv of CH4 and 2,000
ppmv of CO2 was analyzed over an 18-min period. Given that
the measuring system is subject to measurement errors due to
randomnoise and gradual baseline drift, Allan variance analysis was
employed to assess the MDL. The relationships between the MDLs
of two gases and the integration time are illustrated in Figures 6A, B.

When the integration time is 0.1s, the MDLs for CH4 and CO2
are 5 ppmv and 60 ppmv, respectively. The optimal MDLs of 0.29
ppmv for CH4 and 6.5 ppmv for CO2 are achieved at integration
times of 29s and 17s, respectively. When the integration time
exceeds the aforementioned period, low-frequency noise becomes
dominant in the system noise, leading to a deterioration in theMDL
performance parameters.
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FIGURE 9
(a) CH4 test results, (b) CO2 test results.

TABLE 2 Measuring performance parameters.

Measuring
system

Measurement
range

Measurement
uncertainty

UGGA-915 CH4: 0∼500 ppmv
CO2:0∼20,000 ppmv

10‰

The Proposed system CH4: 0∼1,000 ppmv
CO2:0∼8,000 ppmv

3‰

5.3 Measurement uncertainty

A mixed standard gas containing 1,000 ppmv of CH4 and 3,000
ppmv of CO2 was analyzed over a 50-min period.Themeasurement
data for CH4 and CO2, along with their respective statistical
distributions, are presented in Figures 7A, B.

As shown in Figure 7, the maximum measurement uncertainty
for the mixed standard gas containing 1,000 ppmv CH4 and
3,000 ppmv CO2 is less than 3‰. The maximum concentration
measurement errors for CH4 and CO2 are 3 ppmv and 7
ppmv, respectively. Within the 98% confidence interval, the
measurement uncertainties for the mixed standard gas with
1,000 ppmv CH4 and 3,000 ppmv CO2 are 2.4‰ and 2.5‰,
respectively.

5.4 Measurement accuracy

To evaluate the accuracy of the measurement results, a mixed
standard gas containing 500 ppmv CH4 and 1,000 ppmv CO2 was
measured six times in a laboratory. The measurement results are
presented in Figure 8.

As can be seen fromFigure 8, themaximummeasurement errors
of CH4 and CO2 are 2.3‰ and 2.5‰ respectively. The above test
results show that the a CH4 andCO2measuring system using SSPEC

method canmeet the application requirements of high-accuracy gas
measurement.

5.5 Environmental adaptability

To assess the environmental adaptability of the measuring
system using SSPEC method, the experiment was conducted in
four distinct environments: a laboratory environment with 20°C, a
seismic station environment with 10°C, a 30°C campus environment
in summer, and a −10°C campus environment in winter. The mixed
standard gas containing 1,500 ppmv CH4 and 2,000 ppmv CO2
was continuously measured 30 times in each environment. The
measurement results are presented in Figures 9A, B.

The maximum deviation for both CH4 and CO2 measurements
was less than 3‰.These findings demonstrate that the CH4 andCO2
measuring system, which employs SSPEC method, exhibits robust
environmental adaptability and is well-suited for gas measurement
in field conditions [24, 25].

5.6 Comparative analysis of detection
system performance

To highlight the advantages of the proposed CH4 and CO2
measuring system in terms of measurement uncertainty, and
measurement range, a comparative analysis was conducted
with internationally commercial system, the Los Gatos
Research (LGR) UGGA-915. The performance parameters are
summarized in Table 2.

As shown in Table 2, compared with the UGGA-915, the
proposed CH4 and CO2 measurement system exhibits significantly
reduced measurement uncertainty and a broader measurement
range. Additionally, it offers the advantage of in-situ field
measurement.
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6 Conclusion

This paper investigates a SSPEC method to eliminate system
state error and enhance measurement accuracy, which was research
from three perspectives: theoretical derivation, simulation analysis,
and experimental validation. The results of both simulation
analysis and experimental validation demonstrate that the SSPEC
method can significantly improve the measurement accuracy of
the measuring system. Compared to internationally commercial
system, the CH4 and CO2 measuring system exhibits advantages in
measurement range, and measurement accuracy.

However, in long-term field observations, the proposed system
has exhibited drift issues. Future research will focus on developing
self-calibration technology for the system to ensure its long-term
and reliable operation.
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