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Introduction: Metasurfaces can help innovate traditional estimation algorithms as an excellent alternative to phased arrays. Direction of arrival (DoA) estimate is an important research area in array signal processing, and various progressive direction-finding methods have already been created. Existing time-domain DoA estimation methods have the problems of spectral aliasing in target signals and constraints of temporal modulation.Methods: Thus, this paper proposes a novel time-varying metasurface design with prominent feature of asynchronous control-based DoA estimation. The proposed metasurface mitigates the spectral aliasing, enhances the signal processing bandwidth and improves the modulation rate. It also utilizes the persistence of unit states over a period of time which is inherent and it does not require amendments to the hardware constraints. The accuracy of DoA estimation is improved by deploying asynchronous modulation which effectively increases the number of virtual channels under the constraints of materials characteristics.Results and Discussion: Simulation results shows that the proposed metasurface has better performance as compared with existing methods. Also, the results obtained have closed approximation to the theoretical optimum which further validated its effectiveness.Keywords: metasurface, DOA estimation, spectral aliasing, beamforming, array antenna
1 INTRODUCTION
Direction of arrival (DOA) estimation is widely used to obtain user location and thus improve communication quality [1, 2]. As a key technology in the field of radar and wireless communication, DOA estimation has been widely studied in the fields of array signal processing, sensor networks, remote sensing, etc., and plays an important role in practical applications. For example, in satellite mobile communications, accurate DOA estimation can assist in forming high-precision directional beams, improving communication quality and efficiency [3, 4]. In terms of smart antenna technology, DOA estimation can be used for beamforming to guide signals to achieve high-capacity communication, which is crucial to improving the performance of communication systems [5].
In past studies, the multiple signal classification (MUSIC) algorithm [6–9], the estimating signal parameter via rotational invariance technique (ESPRIT) algorithm [10–12] and related improved subspace algorithms [13, 14] have been used to provide high-precision DOA estimation results. At the same time, research on compressed sensing algorithms represented by orthogonal matching pursuit [15] is emerging. These classic DOA estimation techniques usually rely on multi-channel antenna arrays [16] to ensure performance, and the most direct way to improve resolution is to increase the number of antennas. However, the increase in the number of antennas will bring about problems such as large structure size, complex feeding circuit, increased manufacturing cost and power consumption.
In recent years, metasurfaces, as a new type of material that can actively control the amplitude, phase and polarization of electromagnetic waves, thereby affecting the propagation characteristics of electromagnetic waves [17–19], have attracted widespread attention due to their advantages such as small size and easy processing. In the research based on metasurfaces, Ref. [20] introduced the time dimension and proposed the concept of time varying metasurface (TVM), which provides a new degree of freedom for electromagnetic wave control. The harmonic effect brought by time control can well realize the construction of multi-dimensional receiving space and achieve the effect of virtual multi-channel reception. The TVM receives multi-order harmonics of the signal by generating multi-modal and low-correlation directional patterns, and only needs a single channel to realize DOA estimation [21–23], which fundamentally reduces the hardware complexity.
Reference [24] proposed a DOA estimation method based on TVM. This method realizes DOA estimation by analyzing the spectrum scattering characteristics of TVM. Reference [25] realizes DOA estimation by analyzing the amplitude imbalance characteristics of the received signal at two first-order harmonic frequencies. Reference [26] proposed a DOA estimation method based on time control theory. This method uses the harmonic characteristic matrix, combined with time control and phase control, to reconstruct the manifold vector of the array. Reference [27] modulates the incident signal in the time domain by designing the coding sequence of the TVM unit, and uses harmonics to restore the multi-channel receiving signal matrix, thereby realizing DOA estimation.
Most of the existing TVM-based DOA estimation methods do not consider the impact of the incident signal bandwidth, and directly assume that the incident signal can obtain virtual multi-channels after time modulation, thereby realizing DOA estimation. However, when the incident signal irradiates the metasurface with a frequency of fc, the periodic time modulation will cause the metasurface to generate a large number of harmonic components, which are emitted in beams in different directions. The frequency interval of the harmonic components is determined by the control frequency of the TVM. When the control frequency is lower than the incident signal bandwidth, the generated harmonics will be aliased, resulting in the inability to perform DOA estimation. Metasurfaces made of different materials have different electromagnetic wave control capabilities. Metasurfaces based on varactor diodes have the ability to continuously adjust amplitude, phase, and polarization, but their adjustment speed is slow, and a state change requires hundreds of nanoseconds. In contrast, metasurfaces based on PIN diodes can only switch between several discrete adjustment parameters, but their state change speed is very fast, and can be achieved within 100 ns [28]. Therefore, even for the metasurface with the highest control rate, the upper limit of the incident signal bandwidth is less than 5 MHz. However, with the development of wireless communication technology, the bandwidth requirements of communication signals will become higher.
In view of the above problems, this paper designs a time-controlled metasurface DOA estimation method based on asynchronous control. The main contributions are outlined as follows:
1) Without changing the hardware constraints of TVM, the property that the unit state will last for a period of time is used to stagger the change start time of different columns of units to obtain multiple different responses within a response duration.
2) This asynchronous control method enables TVM to increase the number of virtual multi-channels equivalently under material constraints and improve the DOA estimation accuracy. The simulation results verify the effectiveness of this method.
3) Compared with the existing synchronous control method, the DOA estimation performance has been greatly improved and can approach the theoretical optimal DOA estimation result.
The remaining of this paper is organized as follows. In Section 2, the metasurface model is designed and discussed. In Section 3, the proposed methodology is discussed. In Section 4, the simulation experimentations are discussed. In Section 5, the conclusion is described.
2 METASURFACE MODEL FOR RECEIVED SIGNAL
Consider a TVM with M columns for signal reception, where the spacing between adjacent column units is d. The single-channel TVM signal reception model is shown in Figure 1. Starting from the one-dimensional metasurface, assuming that each column unit is controlled by the same signal, the entire metasurface can be equivalent to an antenna array with an array unit spacing of d and an array element number of M.
[image: Figure 1]FIGURE 1 | Metasurface model for single channel received signal.
Assume that the far-field transmitter transmits L independent narrowband signals of the same frequency [image: image], where [image: image] is the baseband signal from [image: image], [image: image] is the imaginary unit, and [image: image] is the carrier frequency. The received signal of the mth column unit can be expressed in Equation 1:
[image: image]
Among them, [image: image], which represents the wave number of frequency [image: image]; [image: image] represents zero-mean Gaussian white noise; The variance is [image: image]. Therefore, in the single-channel model, the received signal [image: image] can be expressed in Equation 2:
[image: image]
Among them, [image: image] is the periodic time control function in the mth column, which can be expressed as a linear combination of harmonics of various orders which is expressed by Equation 3:
[image: image]
Where, [image: image] represents the control frequency, [image: image] is the kth order Fourier coefficient of [image: image], expressed in Equation 4:
[image: image]
Among them, [image: image], represents the control period. In summary, the received signal can be expressed by Equation 5:
[image: image]
It can be seen from Equation 5 that due to the time control of the metasurface, the incident signal will produce a nonlinear phenomenon, which is characterized by the generation of a large number of harmonics in addition to the fundamental component. That is, the signal spectrum is distributed on an infinite number of frequency points [image: image]. The interval between each frequency component is determined by [image: image]. According to the Nyquist sampling theorem, [image: image] must be greater than the incident signal bandwidth [image: image] to ensure that spectrum aliasing does not occur. The phase angle is expressed in Equation 6:
[image: image]
The schematic diagram of TVM’s virtual multi-channel principle is shown in Figure 2. In one symbol period, the TVM unit changes N times, which is equivalent to N heterogeneous array patterns observing the signal separately, thus constructing an N-dimensional virtual channel. Under ideal conditions, in order to fully utilize the TVM array’s degrees of freedom (DoF), the number of states N needs to be no less than the number of arrays M.
[image: Figure 2]FIGURE 2 | Metasurface model for virtual multi-channel received signal.
For an M-column TVM, when N ≥ M, that is, when the number of virtual channels is not less than the number of metasurface columns, the theoretically optimal DOA estimation result can be obtained. When 2 ≤ N < M, the number of channels is insufficient, resulting in insufficient estimation freedom, and the DOA estimation accuracy will decrease as the number of channels N decreases, and the maximum number of estimated sources becomes N - 1. When the number of states N is the minimum value 2, the TVM control rate achieves the theoretical maximum value [image: image], where [image: image] is the unit control frequency. When N < 2, the TVM unit cannot change the response within the duration of a symbol [29]. At this time, TVM loses its meaning and the traditional single-channel algorithm needs to be used to achieve DOA estimation [30]. Therefore, DOA estimation based on TVM can be divided into the following three cases according to the relationship between the control rate and the incident signal bandwidth.
(1) When [image: image], the spectrum will be aliased when TVM is used to receive the signal, and the traditional single-channel algorithm needs to be used to achieve DOA estimation.
(2) When [image: image], the TVM can meet the minimum rate requirement of periodic control, but the number of virtual channels is less than the number of TVM columns, and the spatial resources of multiple antenna units cannot be fully utilized, resulting in a decrease in estimation performance.
(3) When [image: image], the TVM unit can change [image: image] times within the duration of a code element, and the theoretically optimal number of virtual channels can be obtained. The DOA estimation performance can approach that of a multi-channel array.
3 PROPOSED METHODOLOGY
According to the analysis in Section 1, when the synchronous control method switches the state of the TVM unit, the starting time of each column unit is the same. When the control rate is determined, the number of states N is also determined. When [image: image], the number of states N is less than the number of TVM columns M, and the number of equivalent channels is insufficient, and the best DOA estimation effect cannot be achieved. Therefore, in order to make full use of the airspace resources of multiple antenna units of TVM, this paper proposes an asynchronous control method for the DOA estimation scenario when [image: image].
3.1 Asynchronous control method
Considering the nature that each unit response of TVM will last for a period of time, this paper staggers the start time of unit changes in different columns so that the start time of each unit control of TVM is spaced out within a response duration. At this time, the duration of a single state is shortened, and multiple different responses are realized within a response duration, which is equivalent to increasing the number of virtual channels and improving the DOA estimation accuracy. The schematic diagram of the asynchronous control method is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Schematic diagram of the asynchronous control method principle.
In the asynchronous control method, it is assumed that each TVM unit has N different states in each control cycle, the duration of a state is [image: image], and the control start time difference between adjacent columns is [image: image]. To ensure encoding independence, Equations 7, 8 are deployed:
[image: image]
[image: image]
By using the asynchronous control method, the number of original states can be increased to [image: image] times within one control cycle.
For ease of understanding, the subsequent analysis is based on the PIN diode TVM for theoretical explanation. Each unit controls the reflection coefficient of the unit by applying a control voltage to the PIN diode to achieve 1 bit of control capability. At this time, the time control function of the TVM can be expressed as: A periodic square wave signal, including high level “1” and low level “0”. The schematic diagram of Hadamard matrix asynchronous control is shown in Figure 4. It shows the state of the TVM after asynchronous control when [image: image], and the Hadamard matrix is ​​selected as the original state encoding matrix. In Figure 4, the dotted line represents the level duration, and the origin represents the state. In synchronous control, the state matrix is ​​encoded as “1 0 1 0 1 0 1 0”, “1 0 0 1 10 0 1”, “1 0 1 0 0 1 0 1”, and “1 0 0 1 0 1 1 0”. In asynchronous control, four groups of codes are added: “1 0 1 1 1 1 1 0”, “10 0 0 1 0 0 0”, “1 0 1 1 0 0 0 1”, and “1 0 0 0 0 1 11”. As shown in Figure 4, the state encoding matrix after asynchronous control has four more columns than before control, the duration of the state is shortened, and the number of virtual multi-channels is equivalently increased.
[image: Figure 4]FIGURE 4 | Schematic diagram of Hadamard matrix asynchronous control.
3.2 Sparse representation of received signal
The single-channel TVM receiving signal [image: image] in the nth state is expressed in Equation 9:
[image: image]
Among them, [image: image] represents the response coefficient of the mth unit in the nth state. When the state is low level “0”, [image: image], which means it is in the opposite direction of the signal. When the state is high level “1”, [image: image], which means it is in the same direction as the signal. The received signal is expressed in Equation 10:
[image: image]
Among them, [image: image] is the received signal matrix composed of the received signals in each state; [image: image] is the reflection coefficient matrix; [image: image] is the array flow pattern matrix; [image: image] is the far-field signal steering vector; [image: image] is the incident signal matrix; [image: image] is the noise signal matrix.
The array flow matrix [image: image] contains the directional information [image: image] of all far-field signals. At the same time, for the entire signal space, the actual signal’s incoming direction is sparse. The schematic diagram of the incident signal’s spatial sparsity is shown in Figure 5. Among them, the hollow represents the possible incident direction of the signal, the solid represents the signal incident, and the signal’s incoming direction is [image: image].
[image: Figure 5]FIGURE 5 | Schematic diagram of spatial sparsity of incident signal.
Therefore, by evenly dividing the space into [image: image] and assuming that there is a possible potential signal in each of the above directions, we can obtain an overcomplete basis matrix [image: image] and a sparse signal vector [image: image]. In order to ensure that spatial sparsity holds, the number of potential signals [image: image] must be much larger than the number of actual signals [image: image], satisfying [image: image]. At this time, Equation 10 can be further expressed by Equation 11:
[image: image]
At this time, [image: image] is the measurement matrix in the theory of compressed sensing. When the spatial division angle is determined, the measurement matrix [image: image] is determined accordingly. Compressed sensing is used in the field of DOA estimation, which is the process of reconstructing the original incident signal [image: image] by receiving the signal [image: image] and the determined measurement matrix. Ideally, in the sparse signal vector [image: image], only the element value signals of [image: image] positions are not zero, and the element values ​​of the remaining [image: image] positions are zero. At this time, the matrix composed of [image: image] non-zero vectors is the original incident signal matrix, and the corresponding angular position is the DOA estimation value of the incident signal. This typical compressed sensing (CS) problem can be solved by solving the [image: image]-norm minimization model [21] which is defined by Equation 12:
[image: image]
[image: image]
Among them, [image: image] is a parameter related to noise, which indicates the error caused by noise.
3.3 [image: image]-SVD algorithm based on asynchronous control
In the field of spatial signal processing, the sparsity of the signal in space must exist and the sparsity is high enough, so the compressed sensing theory can be applied to solve the DOA estimation value. The [image: image]-SVD algorithm is a classic [image: image]-norm minimization problem. It relies on singular value decomposition (SVD) of multi-snapshot data to achieve dimensionality reduction of the data matrix and solve the optimal solution of the target through a second-order convex programming method. First, the received signal matrix [image: image] is decomposed by singular value, which is expressed by Equation 13:
[image: image]
Among them, [image: image] and [image: image] are both orthogonal matrices, respectively containing left singular vectors and right singular vectors, and [image: image] is a diagonal matrix whose diagonal elements are singular values.
Define [image: image], where [image: image] represents the K-order identity matrix, 0 represents the [image: image]-dimensional zero matrix, and [image: image] represents the number of snapshots. Therefore, the received signal matrix can be reduced to an [image: image]-dimensional matrix [image: image] which is defined in Equation 14:
[image: image]
By performing dimensionality reduction processing on the sparse signal vector Sˉ(n) and the noise vector [image: image] in turn, we can obtain the following Equations 15, 16:
[image: image]
[image: image]
At this time, the received signal matrix after dimension reduction can be expressed by Equation 17:
[image: image]
From Equation 17, we can see that the singular value decomposition processes the columns of the received signal matrix without changing the position of the non-zero rows. The dimension of the received signal matrix is ​​reduced from [image: image] to [image: image], and the number of matrix columns is changed from the number of aliasing to the number of signal sources. In actual situations, [image: image] can greatly reduce the computational complexity. At the same time, the optimization model is transformed into Equation 18:
[image: image]
[image: image]
Among them, [image: image] represents the Frobenius norm and [image: image] represents the Gaussian white noise power.
For the convenience of solving, the constrained optimization problem is transformed into an unconstrained optimization problem through the penalty function method expressed by Equation 19:
[image: image]
Among them, [image: image] is the regularization parameter, which is related to the size of the noise. The selection of [image: image] is extremely important [22]. When the parameter is too small, a large number of pseudo peaks will appear in the spatial spectrum function. When the parameter is too large, the peak corresponding to the actual incoming wave direction will disappear.
4 SIMULATION RESULTS
This section evaluates the feasibility of estimating DOA by the asynchronous control method proposed in this paper through numerical simulation. Then, by comparing with the existing methods, the effectiveness of the asynchronous control method proposed in this paper is proved. All simulation experiments were carried out 1,000 times of Monte Carlo simulation. In the simulation experiment, this paper sets the incident signal bandwidth to 5 MHz and the control frequency of the TVM unit to 20 MHz. In the synchronous control method, up to four different states can be achieved in one code element period. In the asynchronous control method, in order to achieve the estimation performance of eight columns of TVM, let [image: image], and the simulation related parameters are shown in Table 1. The root-mean square error (RMSE) expressed is defined by Equation 20:
TABLE 1 | Simulation parameters.
[image: Table 1][image: image]
Where [image: image] is the number of Monte Carlo experiments, [image: image] is the number of signal sources, and [image: image] is the [image: image] th Monte Carlo estimate of the lth signal.
4.1 Algorithm effectiveness
The spatial spectra with incident directions of −25° and 20° and the spatial spectra with incident directions of -1° and 1° are shown in Figures 6, 7, respectively. It compares the spatial spectra using the MUSIC algorithm and the asynchronous control method proposed in this paper. As can be seen from Figures 6, 7, the proposed method not only has a sharper spatial spectrum peak, but also has lower side lobes generated by interference signals, and can also effectively distinguish signals with close intervals in the incident direction. The MUSIC algorithm can distinguish signals that are far apart, but cannot distinguish adjacent signals. Therefore, the proposed asynchronous control method has higher resolution.
[image: Figure 6]FIGURE 6 | Spatial spectrum comparison at incident directions of −25° and 20°.
[image: Figure 7]FIGURE 7 | Spatial spectrum comparison at incident directions of -1° and 1°.
The spatial spectra corresponding to seven and three incident signals are shown in Figures 8, 9 respectively. Under the simulation parameters in Table 1, the number of virtual channels N = 4. Figure 8 shows the spatial spectrum function corresponding to the incident angle uniformly distributed between −45° and 45° when the number of incident signals L = 7. It can be seen from Figure 8 that both the asynchronous control method and the multi-channel array can obtain correct DOA estimation results, but the spatial spectrum sidelobes of the asynchronous control method are lower and the anti-interference ability is stronger, which is due to the gain brought by the heterogeneous directional pattern reception. In particular, when the synchronous control method is used, the spatial spectrum cannot be obtained because the number of virtual multi-channels is less than the number of incident signals.
[image: Figure 8]FIGURE 8 | 7-way incident signal corresponding to the spatial spectrum.
[image: Figure 9]FIGURE 9 | 3-way incident signal corresponding to the spatial spectrum.
Figure 9 shows the corresponding spatial spectrum function when the incident direction is (−30°, −10°, 25°). It can be seen from Figure 9 that although the synchronous control method can obtain an effective spatial spectrum function, the estimation error is large and DOA estimation cannot be achieved. The spatial sidelobe power of the asynchronous control method and the synchronous control method is lower than that of the multi-channel array, which proves that the DOA estimation method based on TVM has better anti-interference performance.
4.2 DOA estimation accuracy
The asynchronous control method proposed in this paper is compared with the synchronous control method and the classic MUSIC and l1-SVD algorithms in the multi-channel array. The change of DOA estimation RMSE with SNR under different methods is shown in Figure 10, where the number of aliases is 1,000 and the incoming wave direction is (−20°, 30°). As shown in Figure 10, the DOA estimation accuracy of the asynchronous control method proposed in this paper and the l1-SVD algorithm implemented by the multi-channel array is basically the same. At the same time, the RMSE estimated by the synchronous control method is higher and the DOA estimation accuracy is poor, which proves that when the control rate is insufficient, the DOA estimation accuracy of the synchronous control method is low, but the asynchronous control method can effectively improve the DOA estimation accuracy and obtain the theoretically optimal DOA estimation result, which proves the effectiveness of the asynchronous control method proposed in this paper.
[image: Figure 10]FIGURE 10 | The variation of RMSE of DOA estimation with SNR under different methods.
The variation of DOA estimation RMSE with the number of sources under different methods is shown in Figure 11, where the number of aliases is 1,000 and the SNR is 0 dB. As shown in Figure 11, the synchronous control method can only obtain effective DOA estimation results when there are less than three sources, and the estimated RMSE is high and the DOA estimation accuracy is poor. When the number of sources exceeds 4, no effective DOA estimation results can be obtained. This is because the number of virtual multi-channels obtained by the synchronous control method is insufficient when the control rate is insufficient, and the full information of the array cannot be fully utilized. In addition, the DOA estimation accuracy of the asynchronous control method and the l1-SVD algorithm implemented by the multi-channel array is basically the same, which proves the effectiveness of the asynchronous control method proposed in this paper.
[image: Figure 11]FIGURE 11 | The variation of RMSE of DOA estimation with the number of sources under different methods.
5 CONCLUSION
This paper proposes a novel time-varying metasurface based DOA estimation method using the idea of asynchronous control. When the TVM unit control rate is limited by materials, the start time of the change of different column units is staggered to obtain multiple different responses within a state duration. In view of the problem of insufficient control rate, the TVM unit state duration is fully utilized to increase the number of virtual multi-channels. Then, a new measurement matrix is ​​obtained according to the asynchronous control codeword, which is used to evenly divide the signal space and obtain a sparse representation of the received signal. Finally, the l1-SVD algorithm based on asynchronous control is used to realize DOA estimation. The simulation results verify the effectiveness of the proposed method. Compared with the existing synchronous control method, the DOA estimation performance has been greatly improved and can approach the theoretical optimal DOA estimation result. The future work will be to consider THz frequency and other operating conditions.
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