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Improved accuracy of atomic
nitrogen detection in plasma by
high-intensity fs-TALIF calibrated
using VUV absorption
spectroscopy
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1Université Paris-Saclay, CNRS, CentraleSupélec, Laboratoire EM2C, Gif-sur-Yvette, France,
2Synchrotron Soleil, l’Orme des Merisiers, Saint-Aubin, France

This paper is devoted to improving the accuracy of the calibration
method employed for femtosecond Two-photon Absorption Laser-Induced
Fluorescence (fs-TALIF) diagnostics operating in a high laser intensity regime,
i.e., TW.cm-2. Due to the extreme instantaneous intensity andmode-locked laser
features, the fluorescence signal depends not only on the populations of the
ground and excited states of the probed atomic radical, but also on phenomena
such as Stark detuning and coherent excitation. Rate equations are no longer
valid and therefore, the calibration is performed here using a source of the same
atomic species of interest with a known absolute density. For atomic nitrogen,
the reference source is based on a homogenous, steady-state DC plasma.
Its absolute density is measured in specific operating conditions by Vacuum
UltraViolet (VUV) absorption spectroscopy using a high-resolution Fourier
Transform Spectrometer (FTS). The uncertainty of nitrogen density measured
via VUV absorption was found to be less than 20% when selecting non-
saturated absorption lines and plasmas with negligible molecular absorption
background. The detection limit and accuracy for nitrogen density using fs-
TALIF in a high laser intensity regime were determined to be 1012 cm-3 and 25%,
respectively, which represents a significant improvement over the quadratic
regime method using conventional noble gas calibration. The fluorescence
calibration was proven for plasma conditions with pressure and nitrogen density
varying by about one order of magnitude and was found to be quench-free.
The laser spectral profile was Fourier-limited and the two-photon absorption
profile was dominated by the laser broadening mechanism. Comparison of two
femtosecond systems sharing the same laser pump, detection, beam waist and
laser power showed an important difference in fluorescence yields. This was
attributed to spectral dispersion affecting the temporal laser intensity profiles,
which consequently altered the two-photon absorption probability.

KEYWORDS

fs-TALIF, nitrogen VUV absorption spectroscopy, fluorescence calibration with high
intensity lasers, atomic nitrogen absolute density, femtosecond plasma diagnostics

Frontiers in Physics 01 frontiersin.org

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org/journals/physics#editorial-board
https://doi.org/10.3389/fphy.2025.1606147
https://crossmark.crossref.org/dialog/?doi=10.3389/fphy.2025.1606147&domain=pdf&date_stamp=2025-07-17
mailto:alexandra.brisset@centralesupelec.fr
mailto:alexandra.brisset@centralesupelec.fr
mailto:gabi-daniel.stancu@centralesupelec.fr
mailto:gabi-daniel.stancu@centralesupelec.fr
https://doi.org/10.3389/fphy.2025.1606147
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/articles/10.3389/fphy.2025.1606147/full
https://www.frontiersin.org/articles/10.3389/fphy.2025.1606147/full
https://www.frontiersin.org/articles/10.3389/fphy.2025.1606147/full
https://www.frontiersin.org/articles/10.3389/fphy.2025.1606147/full
https://www.frontiersin.org/articles/10.3389/fphy.2025.1606147/full
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org


Brisset et al. 10.3389/fphy.2025.1606147

1 Introduction

Two-photons Absorption Laser Induced Fluorescence is an
established diagnostic for the detection and quantification of atomic
species such as, N, O, H, C, F in a large variety of plasmas [1–12].
This technique can also be employed to measure gas temperatures.
For example, the gas temperature in hydrogen microplasmas based
on the analysis of the fluorescence decay time is evaluated in [13].
Among the key advantages of TALIF we can cite the high spatial
and temporal resolutions, which are limited by the laser pulse
duration (down to ∼ 100 fs) and the laser beam waist (a few tens
of micrometres).

The quantification of atomic species can be obtained by different
calibration methods. In most experiments, the laser intensity is
relatively low (commonly below 1 GW cm-2) and the spontaneous
emission and the quenching are the dominant relaxation processes
of the resonantly excited state. Complete calibration of the detection
chain coupled to calculated or measured atomic cross-sections was
gradually replaced by titration methods and by calibrations with
noble gases [1, 2]. Recent reviews on TALIF that describe methods
and their limitations can be found in the literature [3, 14]. The
accuracy of the diagnostic is limited by the uncertainty of the
spectroscopic data, in particular the two-photon absorption cross-
section ratios, known in literature with ∼ 50%, and the uncertainties
of excited state collisional lifetimes, which can be much higher for
high pressure plasmas.

Classically, employing nanosecond pulsed lasers, the TALIF is
performed in the non-depletion regime (i.e., negligible depopulation
of the ground state by the two-photon absorption) for a three-level
system, based on:

nF = n0
A21

A+Q
σ(2)g(ν)G(2)(0)∫

∞

0
(
I(t)
hν
)
2
dt (1)

with nF/nO the density of the fluorescence/ground state atoms,
A21 the Einstein coefficient for the fluorescence transition, A/Q
the total radiative decay/quenching rates, σ(2) the two-photon
absorption cross-section, g(ν) the two-photon absorption profile
function, G(2)(0) the laser second-order correlation function and
I(t)/hν the laser photon flux.

Behind its apparent simplicity, this relation hides complex
notions and applies only in limited cases. The first limitation
inherent to this relation comes from the quadratic dependence
between the number of fluorescent atoms and the photon flux.
This is true if two criteria are valid: i) the laser excitation time is
much shorter than the inverse of the rate of two-photon absorption,
so no significant depopulation of the ground state occurs and ii)
the quenching and spontaneous emission are dominant over all
other laser-induced loss processes of the excited state [14]. An
obvious consequence of these statements is the need to determine
the quenching rates affecting the population of the excited state,
that depends on the plasma collider densities and temperatures,
which can change temporally and spatially. The quenching rates
can be measured by analysing the fluorescence decay time in the
non-depletion regime. However, it may be highly time-consuming
and as pressure becomes close to atmospheric pressure or higher,
fluorescence decay times can be hundreds of ps or even shorter. The
measurement of fluorescence evolution in this case is challenging
even for streak camera systems. Another requirement is the need

to ensure that both saturation and photolytic processes are avoided,
considering their antagonist effects (see §3.3 of 14). Secondly, it
should be noted that the two-photon absorption cross-section
of Equation 1 is a limit value in the stationary regime reached
after the laser perturbation [15, 16]. The process of fluorescence
following two-photon absorption is governed by the modification
of both the population of ground and excited states and of the
coherences between these energy levels, as described by Bloch
equations for pulsed lasers [17]. It is a time-dependent response
and the validity of the concept of cross-section relies on both
the laser intensity and on the strength of decoherent processes
(e.g., Doppler effect, quenching, laser random phase fluctuations).
When using ps and especially fs lasers, the validity of (1) can
be questioned. Eagles et al. [18, 19] determined that coherences
are damped when the sum of the line widths of the laser and of
the absorption line spectral profile (including collisions, Stark and
Doppler broadening) are larger than the Rabi frequency and the
inverse of the laser pulse duration (γL + γa ≫Ω(2)(t),1/τL, where
γL is the laser width, γa is the width of the resonant excited state).
Ns-TALIF complies with these requirements if they are not too
strongly focused. This technique was used to measure the cross-
sections of atomic radicals and atomic noble gas species [1, 9, 11,
15, 20]. As the laser intensity increases, comes the need to account
for other laser-induced processes, like photoionization and ground
state depopulation. Diverse parent diagnostics such as REMPI [21],
ASE [22], photoionization-controlled loss spectroscopy [23] etc.,
were proposed.

Nowadays, based on commercially available ultrashort lasers,
ps- and fs-TALIFwere applied tomeasure atomic radicals in reactive
environments such as combustion and plasmas. Photolytic-free
was proven to be a key advantage of fs-TALIF. The fluorescence
signal can become independent of the photolysis of molecules
present in plasmas since the proportion of atoms produced
additionally decreases linearly with the laser pulse duration (e.g.,
see criterion given in Stancu, 2020). The photolytic-free feature
was experimentally demonstrated by Kulatilaka et al. [24]. Also,
as photoionization and stimulated emission become the dominant
depopulation processes compared to spontaneous and quenching
phenomena (i.e., criterion ii) is not valid), the fluorescence
signal becomes quench-free, i.e., independent of the local plasma
properties other than the density of the probed species at the
moment of laser perturbation. However, as already mentioned,
coherent processes leading to Rabi oscillations and also Stark shifts
are important. The strong EM laser field detunes the energy of the
two-photon transitions and consequently changes the two-photon
absorption probabilities.

To overcome the challenges of the high-intensity fs-TALIF
regime and avoid the description of the time dependent
Stark detuning and Rabi oscillations, it was suggested in
Dumitrache et al [25] to perform the fluorescence calibration
using a source of known density of the same reactive atom as the
probed one, here atomic nitrogen. A DC discharge characterised
by VUV absorption spectroscopy is used to serve as a calibration
cell. Since the fluorescence becomes dependent only on the laser
characteristics, the probed atom spectroscopic properties and its
ground state density, the calibration reduces to a factor that only
depends on the ratio of fluorescence signals in the cell, ScalibF and
in the plasma of interest, SF. This statement is true when the same

Frontiers in Physics 02 frontiersin.org

https://doi.org/10.3389/fphy.2025.1606147
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org


Brisset et al. 10.3389/fphy.2025.1606147

laser intensity is used for both the calibration and the measure of
interest, and if the laser width γL is much larger than the two-photon
absorption line spectral profile γa to ensure similar absorption
spectral profiles in both conditions. Then, the density of the probed
species X in the source of interest (nX) is related to the density of
species X in the calibration cell (ncalibX ) through:

nX = C× n
calib
X /S

calib
F × SF (2)

with C a constant accounting for potential changes, such
as different transmission coefficients of fluorescence collection
windows of the two plasma reactors.

In this article by focusing a 100-fs laser we applied TALIF to
detect atomic nitrogen at laser intensities up to tens of TW.cm-2.
Three key aspects of fs-TALIF were addressed. We provide a
validation of fs-TALIF calibration by VUV-absorption over a range
of pressure and N densities of about an order of magnitude
for the high laser intensity regime (e.g., TW.cm-2), improve the
accuracy of the VUV-calibrated method by analysing unsaturated
absorption lines of N at high spectral resolution (e.g., 0.27 cm-1)
and evidence the photon statistics importance on the fs-TALIF
signals. In Section 2, the DC calibration cell as well as the methods
and setups for fs-TALIF operated in the high intensity regime
are described. In Section 3, the plasma characterization by VUV
absorption is performed and the accuracy of fs-TALIF calibration
procedure is determined. This is followed by discussions on the
fluorescence yield comparison using two fs laser systems and the
conclusions in Section 4.

2 Setups and methods

2.1 DC discharge cell

A calibration DC discharge cell is designed to produce a
stable and homogeneous plasma for accurate VUV absorption
spectroscopy and fs-TALIF, see picture and schematic in Figure 1.
It consists of a quartz cross-shaped cell with asymmetric branches.
One branch is a 15 cm long cylinder in which a plasma length of
about 10 cm is created by two electrodes inserted perpendicular to
the branch. UV laser light at ∼206 nm passes through two MgF2
windows attached to this branch to perform TALIF measurements.
The laser induced fluorescence is collected in the perpendicular
direction, through the second branch which is a 9 cm long cylinder.
The plasma remains confined in the first branch and does not
expand into the second cylinder. The same cell is also used to
perform VUV absorption measurements at ∼120 nm. The VUV
light generated by the SOLEIL synchrotron has a rectangular cross-
section of 5 × 2 mm2. Both branches are equipped with 1 mm
thick MgF2 windows to maximize the transmission of the VUV
and UV beams.

Performing VUV absorption in the branch that is orthogonal to
the plasma column has two advantages, namely, the short plasma
absorption length (i.e.,1.5 cm) reduces the saturation conditions
for the atomic nitrogen absorption lines and improves the spatial
overlapping of the TALIF and VUV absorption measurements. In
Dumitrache et al [25], a similar DC calibration cell was employed,
however with the VUV absorption performed along the 15 cm

branch that enhanced line saturations. Their analysis of the spatial
dependence of the fluorescence demonstrated a good homogeneity
of the atomic nitrogen density along the axial and radial directions
in the DC discharge. In the present conditions, the VUV absorption
measurement gives the line-of-sight averaged N density (i.e., along
the discharge diameter), while the fs-TALIF measurement gives
the density at the center radial position. Based on the uniform
fluorescence radial profile measured by Dumitrache et al., we
estimated an error of ∼ 8% on the effective absorption length and
consequently to the N density obtained by VUV absorption. The
emission radial profile is observed also symmetric, except when the
discharge is close to the ignition limit. This regime was avoided
here. Note that the intersection between the plasma cylinder and
the VUV beam which has a rectangular cross-section, will give
absorption lengths for beam components that differ by up to 1 mm.
This value was considered here for the uncertainty of the plasma
absorption length.

High purity nitrogen and argon gases are mixed ahead of the
cell at flow rates in the range 50 to 902 mL min-1. The electrodes
are sealed into the glass cell with a glass-to-metal weld and the
gas connexions are CF standard, which enable to reach very
low leak rates (∼ 3 × 10−6 mbar/min). The pressure is controlled
using Baratron capacitive pressure gauges (model 626BX13MDE).
Because pressure meters could not be installed close to the DC
cell in the DESIRS chamber at SOLEIL, for a proper measurement
of the gas pressure, two pressure gauges and manual valves were
placed outside at the exit and entrance of the vacuum chamber.
The gas pipes were connected to the calibration cell through
adequate high vacuum pipe passages. In this way, the gas flow and
pumping rates can be adjusted to near equal pressures at both ends,
ensuring a correct evaluation of the plasma pressure. Thus, the
same gas pressure in the DC cell could be specified for TALIF and
VUV experiments.

The discharge was operated in Ar:N2 mixtures with dilution
factors from 100 to 4,000. The pressure ranged from 1 to 8.9 mbar,
the current varied from 1 to 5 mA, and the corresponding voltages
changed from 400 to 500 V. In the vacuum chamber of the DESIRS
beamline at SOLEIL, the cell was actively cooled by water circulating
in a copper pipe placed on the outside surface of the DC cell and
close to electrodes. Impurities that deposit on the cell windows over
time (carbon contamination) and lower the transmitted VUV beam
intensity were significantly reduced by using cold liquid nitrogen
traps next to the MgF2 windows.

2.2 Fs-TALIF setup and laser
characterization

The fs-laser chain consists of several modules which are
represented in Figure 2. The first system (SOLSTICE ACE, Spectra
Physics) amplifies a mode-locked Ti:Sapphire laser, generating
pulses of about 100-fs at 780–820 nm, at 1 kHz pulse repetition
frequency, with a 5.2 W average power and a linear polarization
beam output. It includes a mode-locked oscillator, a pulse stretcher,
a regenerative amplifier coupled to a Q-switched pump laser and
a pulse compressor. The fourth harmonic at 206.5 nm (N), with
up to 20 µJ per pulse, is generated for most of the experiments by
an OPA (TOPAS-Prime, Light Conversion) coupled to a HE-NIR
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FIGURE 1
(a) DC discharge cell pictures without and with plasma, (b) DC-cell scheme with crossing laser beams for VUV-absorption beam at 120 nm and TALIF at
206.5 nm, and fluorescence detection at 742-746 nm and cold traps positions in the setup of the Soleil chamber only.

FIGURE 2
Fs-TALIF setup including laser modules, DC discharge cell and spectrometer detector (OPA = Optical Parametric Amplifier, DM = Dichroic Mirror for
206 nm, L = lens, M = Mirror).

UVIS-DUV module providing a semi-automated change of
wavelength in the range 190–2,600 nm. For fluorescence yield
comparisons, 3rd and 4th harmonic modules from Spectra Physics
were directedly coupled to SOLSTICE ACE system.

Accurate knowledge of the beam waist profile is necessary to
determine the laser intensity (W.cm2), which governs the rates of
laser induced processes. In this work, the laser is focused with
a 10 cm focal length and reaches a minimum beam waist radius
(1/e2) of 10 μm at λlaser = 206.5 nm, measured using the knife-edge
method. In this method, the laser beam is transversely cut with a
micrometre slit and the transmitted power P is measured. At each
position x of the slit across a gaussian beam, the power measured
corresponds to: P(x) = Pmax

2
[1+ erf(

√2(x−x0)
r0
)], where Pmax is the

power measured in absence of the slit, r0 is the beam waist radius
and x0 the central position of the beam.The error function is defined
as erf(z) = 2

√π
∫z0e
−t2dt. The beam waist dependence with the axial

distance is shown in Figure 3a. The measured waist profiles deviate
slightly from a gaussian beam profile, with the beam quality factor
M2 equal to 1.5. With laser powers as high as 11 mW at focus

(accounting for window transmission coefficients), the maximum
laser intensity can reach 70 TW cm-2. Table 1 summarises the major
characteristics of the fs-laser.

Figure 3b illustrates the laser spectral profile centered at
206.5 nm. This was measured using an optical fibre coupled
to a Isoplane-SCT320 spectrometer. After instrumental function
deconvolution, the spectral full width at half maximum at 206.5 nm
is found about 0.6 nm (i.e., 141 cm−1), which is a few orders
of magnitude larger than for usual nanoseconds lasers (e.g., ∼
0.1 cm−1). This spectral width corresponds to a Fourier limited
gaussian temporal profile of 104 fs.

The broad spectral feature of fs lasers offers the possibility to
excite several energy levels or species. Figure 4 shows as an example
the energy level diagram of atomic nitrogen for fs-TALIF used in
this work. It should be noted that levels 3p 2Do

3/2 and 3p 2Do
5/2

comply also with the selection rules for two-photon absorption and
they are only 36.84 cm−1 and 113.21 cm−1 away from level 3p 4So3/2,
and therefore excited as well by a fs-laser centred at about 206.5 nm.
Though, the importance of levels 3p 2Do

3/2 and 3p 2Do
5/2 on the
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FIGURE 3
(a) Laser beam waist function of axial position showing a minimum radius w0 = 10 µm (1/e2) and M2 = 1.5. (b) The laser spectral profile fited with a
gaussian function presenting a FWHM 0.6 nm (i.e. 141 cm-1).

TABLE 1 Fs-laser major characteristics.

Laser wavelength λ 206.5 nm

Focal lenght of focusing lens f 100 mm

Laser spot size at focusing lens wlens ∼5 mm

Min. beam waist w0 10 µm

Min. laser beam cross-section S ∼314 µm2

Max. averaged laser power Pav 11 mW

Max. peak power Pc ∼ 100 MW

Pulse duration τpulse ∼ 100 fs

Laser frequency F 1 kHz

Max. laser intensity I0,0 ∼ 70 TW/cm2

TALIF signal is expected to be negligible, since Einstein coefficients
from 3p 2Do

3/2 to states 3s 4P3/2 at 742.194 nm and 3s 4P 5/2 at
744.781 nm are two to three orders of magnitude lower than for
fluorescence from the 3p 4So3/2 state, fluorescence channels from
3p 2Do

5/2 do not overlap spectrally with those from 3p 4So3/2 as
detailed in Table 2 and the corresponding two-photon absorption
cross-sections are expected to be smaller.

Figure 5 represents the laser two-photon absorption spectral
profile g(ν) of atomic nitrogen as a function of the energy of the
two-photon transition. The major plasma induced broadening of
the two-photon absorption line is due to Doppler broadening (i.e.
0.27 cm−1 at 300 K, gaussian contribution) in our low-pressure DC
discharge experiment. This is largely negligible compared to the
laser broadening (i.e., 141 cm−1). Note that the measured spectral
profile represents a double convolution of the laser profile and
the nitrogen absorption profile, which is determined by natural

FIGURE 4
Simplified energy diagram of atomic nitrogen for fs-TALIF at 206.5 nm,
showing additional fluorescence close channels at 742.194 and
744.781 nm.

and plasma induced broadening mechanisms. The full width at
half maximum (FWHM) of g(ν) is theoretically given by FWHM =
√∆2abs + 2×∆

2
laser ∼ √2×∆laser = 199 cm−1, solely laser dependent.

Experimentally, the two-photon absorption spectral profile of
nitrogen is found to have a FWHMof about 186 (20) cm−1, which is,
within the data uncertainty in good agreement with the theoretical
estimation. The spectral profile, g(ν) fitted with a gaussian function
is shown in red. For the present TALIF experiments performed with
the laser tuned at the peak, this function value can be computed
as g(νpeak) = 0.94/∆νG = 1.68× 10−13 s, a value of few orders of
magnitude smaller compared to ns laser excitation. The frequency
dependent two-photon absorption cross-section (σ(2)(ν) = σ(2)g(ν),
where σ(2) is the integrated value) is therefore lower than for ns lasers,
yet the two-photon absorption rate is enhanced by the laser photon
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TABLE 2 Atomic nitrogen excited states accessible by femtosecond two-photon absorption at 206.5 nm and corresponding fluorescence channels in
the range 738 to 747 nm.

Upper level Energy of upper
state [cm-1]

Lower level Energy of lower
state [cm-1]

Wavelength of
fluorescence

[nm]

A [Hz]

3p 4So3/2 96,750.840

3s 4P1/2 83,284 742.364 5.64 ×106

3s 4P3/2 83,317 744.229 1.19 ×107

3s 4P5/2 83,364 746.831 1.96 ×107

3p 2Do
3/2 96,787.680

3s 4P1/2 83,284 740.339 1.14 ×104

3s 4P3/2 83,317 742.194 1.63 ×104

3s 4P5/2 83,364 744.781 1.49 ×104

3p 2Do
5/2 96,864.050

3s 4P3/2 83,317 738.010 1.94 ×103

3s 4P5/2 83,364 740.568 4.39 × 103

FIGURE 5
Nitrogen two-photon absorption spectral profile as function of the
transition energy with a gaussian fit at laser intensity 20 TW cm-2,
showing a FWHM of 186 cm-1.

statistics (i.e., G(2)(0)), mode-locked lasers favouring multi-photon
processes [14].

The fluorescence detection system consists of a SpectraPro
500i spectrometer coupled to an ICCD camera (PIMAX I - Gen
II). Fluorescence light is collimated by a 10 cm focal lens and
focused into the spectrometer by a 20 cm focal lens, ensuring
a magnification of a factor 2. The spectrometer slit is set to
500 µm to optimise the signal to noise ratio, leading to a spatial
resolution of 250 µm in the axial direction of to the laser beam.
With a grating of 1,200 grooves/mm, the spectral resolution for
fluorescence signal is limited at 0.51 nm. The camera gate is set
to 100 ns to cover the full duration of the fluorescence signal and
the laser jitter (>10 ns). Signal synchronisation is ensured by a
BNC 577 delay generator. The fs-TALIF calibration is performed at
laser intensities above 1012 W cm−2, with the fluorescence collection

volume perpendicular to the laser propagation and located at the
minimum beam waist.

2.3 SOLEIL VUV absorption spectroscopy
setup

The DESIRS beamline of the SOLEIL synchrotron facility
provides VUV light beams in the spectral domain 5–40 eV
(31–248 nm) [26, 27]. Tomeasure the density of ground state atomic
nitrogen, Fourier Transform spectra in the range 111–136 nm
(73,507–89,834 cm−1), with typical spectral resolution 0.27 cm−1,
were recorded. An averaged spectral window is acquired in about
20 min. A typical example of VUV transmission spectrum for
atomic nitrogen is presented in Figure 6a (raw) and b) (cropped
and baseline corrected). The interferograms are extended 4 times
with zeros (zero-padding), in order to have a 4-fold decrease in the
energy scale interval and a better description of the instrumental
function shape.

The atomic nitrogen density (nN) is extracted from the best fit of
the experimental transmission spectrum, Tfit(λ). The fit function is
the convolution of the theoretical transmission spectrum, T(λ),with
the instrumental function of the Fourier Transform Spectrometer
(FTS), which is of the type ΦFTS(λ′‐λ) = sin(π(λ′ − λ))/π(λ′ − λ):

Tfit(λ′) = T(λ) ∗ΦFTS(λ′ ‐λ) (3)

The instrumental function of the FTS applied in (3) is recorded
simultaneously using a HeNe laser that shares the path of the VUV
beam (Figure 6c) [28]. From the Beer-Lambert law, T(λ) is obtained
from the ratio of the incident VUV beam intensity I0(λ) and the
transmitted beam intensity, I(λ). Under the assumption that the
population of the excited state is a negligible fraction of that of the
ground state:

T(λ) = I(λ)/I0(λ) = 1− e−σ(λ
′‐λ,T )×nN×L (4)

with σ(λ′‐λ,T), the one-photon absorption spectral cross-section
and T the gas temperature. The integrated absorption cross-
section is given by: σ0 =

e2

4ε0mec2
× λ20 × f, with f the oscillator
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FIGURE 6
Typical VUV absorption spectra: (a) full spectral range showing N lines (red frame), and residuals (Kr from a filter and H Lyman-α lines), (b) normalised N
transmission lines, (c) recorded FTS instrumental function corresponding to 0.27 cm-1 resolution.

TABLE 3 Spectroscopic characteristics of three VUV transitions for atomic nitrogen detection employed here.

Line Configuration of upper state Absorption wavelength [cm] E [cm-1] Oscillator strength ( f)

Line 3 (l3) 3s 4P1/2 1.200710 × 10−5 83284.07 4.32 × 10−2

Line 2 (l2) 3s 4P3/2 1.200223 × 10−5 83317.83 8.69 × 10−2

Line 1 (l1) 3s 4P5/2 1.199550 × 10−5 83364.62 1.32 × 10−1

strength of the transition. The spectral dependence is obtained
from the convolution: σ(λ′‐λ,T) = σ0 × gDoppler(λ′‐λ)

∗gcoll(λ′‐λ).
The Doppler broadening profile function is defined by

gDoppler(λ
′ − λ) = 2

∆G(T)
×√ ln 2

π
× e
−(

4 ln 2(λ′−λ)2

ΔG(T)2
)
, with the FWHM,

∆G(T) = λ0√8kBT ln (2)/(mc2) , which in our plasma conditions
is slightly larger than 0.27 cm−1. Although minor in our conditions,
a fixed collisional broadening defined by a Lorentzian profile
function gcoll(λ

′ − λ) = 2
π
× ∆coll
∆2coll+4(λ

′−λ)2
, with ∆coll ∼ 0.01 cm−130, is

also considered.
From the above relations, the fitting parameters for the

transmission spectrum are the density of atomic nitrogen nN and the
gas temperature T. The three nitrogen lines can be fitted separately
or together, by imposing the same fitting parameters to the three
absorption lines. The spectroscopic data used for the fitting are
presented in Table 3.

The accuracy of the measurement is dependent on the
absorption percentage and the evaluation of the spectrum baseline.
If the absorption line is not saturated, the area of the transmission
spectrum can be used to determine the atomic density. The peak
absorption can be used to improve the accuracy of the fitting. In
the case of saturated absorption lines, the fitting relies only on the
linewings. Figure 7 shows that in our experimental conditions, three
experimental data points describe the nitrogen absorption line at a
spectral resolution of 0.27 cm−1. The interpolated data points were
computed based on the measured instrumental function. Note that
the spectral window corresponding to the line width is less than
0.5 cm−1. Attempts to increase the spectral resolution by reducing
the instrumental function from 0.27 to 0.1 cm−1 were unsuccessful.
In practice, the increase of spectral resolution had not improved the
quality of the data as the signal to noise ratio was degraded. We

FIGURE 7
Sample of N transmitted FTS illustrating experimental data points
(green large squares) and interpolation points (black small squares)
obtained after interferogram treatment. N density coresponds to 3.1 ×
1012 cm-3 and the fit (red curve) to 0.3 cm-1 for Doppler contribution.

should note that the absorption broadening is comparable here with
the instrumental broadening. Thus, for saturated lines, because of
the limited spectral resolution, the density evaluated from the wings
has a significantly lower accuracy compared to the unsaturated
conditions.

In this work, a range of experimental conditions of the DC
plasma cell with at least one unsaturated line of atomic nitrogen out
of the three was obtained. Within some of these experiments the
high intensity fs-TALIF signals were sufficiently intense to perform
absolute measurements. In addition, using enhanced dilution of
nitrogen in argon (up to ratio of 4,000), it was ensured a negligible
level of broadband absorption due to molecular nitrogen, that could
affect the signal baseline.
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TABLE 4 Complete set of nitrogen VUV absorption measurements. Only absorption lines with T(λ) > 8% (far from saturation) are considered for density
evaluation (S: saturation, lines: L3-L2-L1).

Exp. index Ar:N2 Pressure ID Transmission, T(λ)
l3 – l2 – l1

Spectral
resolution

Temperature
(Doppler)

nVUV
N

# ratio mbar mA % cm-1 K × 1012cm-3

7 100 2.55 2 20–7 – S 0.54 354 17.0

8 100 2.55 2 8 – S – S 0.27 482 14.5

9 100 1 2 27–9 - S 0.27 354 6.7–8.5

10 100 1 5 S – S - S 0.27 392 15.0

18 100 1 3 23 - S - S 0.27 429 8.9

19 100 1 4 18–5 – S 0.27 455 10.5

20 100 1 5 14–8 – S 0.27 455 11.1

21 100 1.1 3 27–8 – S 0.27 455 8

22 500 1.1 2 51–30 – 13 0.27 394 3.5

23 2000 3.6 2 58–35 – 19 0.27 400 3.1

24 4,000 8.9 2 60–26 – 17 0.27 480 3.6

25 500 1.1 2 58–36 – 22 0.27 350 3.0

3 Results

3.1 Nitrogen density accuracy for
unsaturated VUV absorption

The complete set of VUV absorption measurements performed
here is detailed in Table 4. Ar:N2 ratio, pressure and discharge
current were varied in the range of 100–4,000, 1–8.9 mbar, 2–5 mA,
respectively. The instrumental resolution was kept to 0.27 cm-1

except for one data set for which it was degraded to 0.54 cm-1.
Nitrogen densities in the range of 3 × 1012 to 1.7 × 1013 cm-3 were
obtained for these conditions.

Figure 8 gives an example of the experimental and fitted
transmission spectra for the three lines of N in the DC plasma cell
operated at 1.1 mbar, 2 mA with gas mixing ratio 500:1 (Ar:N2).
According to the fits, the atomic nitrogen density is found 3.0 (±0.1)
× 1012 cm−3 and the Doppler broadening FWHM is obtained as 0.3
(±0.01) cm−1which corresponds to 350 K. It should be noted that the
Doppler and collisionalwidths are fitting parameters in transmission
spectrum simulations. As mentioned, for unsaturated lines the
density accuracy is determined by the evaluation precision of the
transmission spectral area. Because the fitting results fromamultiple
convolution process with comparable contributions, temperature
values are expected to be less accurate than densities.

The present experiment was designed to improve the accuracy
of VUV calibration compared to our previous work [25]. The
data accuracy depends on various factors: the plasma repeatability,
the flowmeter and effective absorption length precisions, iv) the
noise level and spectral resolution of the FTS signal (estimated

from analysing the results obtained by independently fitting the
three lines for cases far from saturation) and the accuracy of
the VUV cross-sections (oscillator strengths). The uncertainty
on the plasma repeatability is obtained statistically, by repeating
identical measurement conditions (cases 7/8, 18/21 and 22/25).
This is estimated to about 15% and it includes uncertainty on the
gas temperature, pressure, gas flows and discharge current. The
uncertainty on the FTS signal comes from the limited spectral
resolution and the noise of the 20 interferograms that are averaged
before being processed into a single transmission spectrum. It is
estimated by deriving the standard deviation σ(nl3 ; nl2 ; nl1) of the
density obtained by fitting independently the three absorption lines
(cases 22–25). The relative error on the density obtained by VUV
absorption due to FTS procedure was estimated to be less than
9% when the transmission of the lines l3 and l2 is above 0.2 (i.e.,
far from saturation, transmission T(λ) > 0.2, see Table 5). Close to
saturation, when the transmission of the line l3 and l2 is between
0.08 and 0.2, the uncertainty reaches 26% and it becomes larger
for saturated lines. The uncertainty due to the absorption length
and absorption cross-section were estimated to 8% and less than
3% (given by NIST database), respectively. Finally, in the present
experiments the total uncertainty on nitrogen density by VUV
absorption gives about 20% when the absorption line is far from
saturation (T(λ) > 0.2).

The fit sensitivity on the gas temperature (i.e., gaussian
contribution from 300 to 600 K) for an absorption line close to
saturation (T(λ) ∼ 0.1) is illustrated in Figure 9. A temperature
variation by only ±50 K induces near 20% uncertainty of N density.
As the Doppler induced broadening varies with√T, a variation by a
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FIGURE 8
Experimental and fitted transmission spectra at 1.1 mbar and 2 mA, gas mixture Ar:N2 = 500:1. Corresponding N densities are between 2.9 to 3.1×
1012 cm-3.

TABLE 5 Nitrogen density uncertainties for VUV absorption due to FTS procedure. Independent fitting of N absorption lines from Table 3 were used as
labelled. Only cases for which at least two absorption lines have a transmission above 20% were selected.

Exp. index cases
T(λ) >20% for l3

and l2

Transmission
T(λ) %

nVUV
N,l3

×1012 cm-3

nVUV
N,l2

×1012 cm-3

nVUV
N,l1

×1012 cm-3

Relative error
(
σ(nl3
;nl2
;nl1
)

n
)

22 51–30 – 13 3.9 3.4 3.3 ±9%

23 58–35 – 19 3.3 3 3 ±5%

24 60–26 – 17 3.5 4 3.4 ±9%

25 58–36 – 22 3.1 2.9 2.9 ±3%

FIGURE 9
Transmission spectrum fitted with different Doppler contributions.
Best fits correspond to 540 K and 600 K.

factor 2 of the temperature results in a variation of a factor√2 of the
Doppler broadening.The best fits (coloured lines) were obtained for
Doppler widths corresponding to 540 K and 600 K.

The present nitrogen density uncertainty (∼ 20%) is somewhat
higher than reported by [25] (∼ 10%), which was only based on
statistics of three saturated transitions for Ar:N2 dilution ratio of 14.
Our relatively larger uncertainty is explained by the consideration of
additional sources of error, as reviewed here.

3.2 Fs-TALIF calibration by VUV absorption
at high laser intensities

As mentioned, fs-TALIF calibration is performed here in the
high laser intensity range, where quenching and radiative emission
rates are negligible compared to photoionization and stimulated
emission rates. According to [25], for laser intensities in the range 6×
1011 to 6 × 1012 W cm−2, the intensity of the integrated fluorescence
signal, is proportional to I laser

0.95, thus far from the quadratic regime.
In the present work, as illustrated in Figure 10a), we perform the
TALIF measurements at even higher intensities, in the range 8 ×
1012 to 3 × 1013 W cm−2, which includes the reference calibration
intensity Ical = 20 TW cm-2. The fluorescence signal is found to be
proportional to I laser

0.76. Note that a lower exponent is expected
because the probability of absorption and ionisation, and the Stark
detuning increase even more at higher intensities.

To assess the accuracy of fs-TALIF calibrated by VUV
absorption, the experiments were performed for a range of plasma
working conditions covering nearly an order of magnitude of
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FIGURE 10
(a) Nitrogen space and time integrated fluorescence signal as a function of laser intensity in the range 6× 1011 to 3.5 × 1013 W cm-2. (b) Comparison of
atomic nitrogen density measured by VUV absorption spectroscopy (black squares) and by fs-TALIF calibrated with VUV absorption (red circles) using
the calibration factor (ncalib

VUV /S
calib
F ) obtained based on Table 4.

TABLE 6 Summary of VUV absorption and fluorescence data corresponding to Figure 10b (S: saturation, SF: fluorescence signal).

Exp. index Ar:N2 Pressure Current ID Transmission,
T(λ) l3 – l2

– l1

nVUV SF Calibration
facotr

nVUV/ S
calib
F

nTALIF =
nVUV/
ScalibF
∗SF

# Ratio mbar mA % ×1012cm-3 a.u. ×107a.u. ×1012 cm-3

9 100 1 2 27–9 - S 6.7
8.5

139,298
161,167

4.8
5.3

5.7
6.6

18 100 1 3 23 - S – S 8.9 218,177 4.1 8.9

19 100 1 4 18–5 - S 10.5 281,941 3.7 11.6

20 100 1 5 14–8 - S 11.1 338,361 3.3 13.9

22 500 1.1 2 51–30 – 13 3.5 83,173 4.2 3.4

25 500 1.1 2 58–36 - 8 3.0 81,584 3.7 3.3

Mean (±relative standard uncertainty) 4.1 (±17%)

pressure and atomic nitrogen densities. The operating conditions
that enable both unsaturated VUV absorption spectroscopy and
fs-TALIF are detailed in Table 6. To vary the density of N, three
parameters were changed, namely, the gas mixture (Ar:N2 ratio),
the pressure p and the discharge current I. Statistical analysis
of the calibration factor (ncalibN /S

calib
F ) obtained for all sets of

measurements of Table 4 (1 to8.9 mbar pressure range) is used to
estimate the value and relative standard uncertainty as, ncalibN /S

calib
F =

4.1 × 107 (±17%) a. u.
Figure 10b compares the density obtained directly by VUV

absorption for all cases of Table 6 (black square) and the density
obtained by calibrated fs-TALIF (red circles). It appears that the
calibration method is valid and independent on quenching within
uncertainties. It should be noted that the quenching rate is expected
to vary significantly in the range of our experimental conditions, e.g.,
a factor 9 due to the pressure changes. Assumingmolecular nitrogen
as main collider (see Dumitrache et al. Table 2), the quenching rate
is estimated as 0.9 × 107 Hz for 8.9 mbar, which is comparable to the
radiative rate (i.e. 3.3 × 107 Hz). However, both values are very small

compared for example, to the ionisation rate (Γ = σpiI/hν), which
is expected to be in the range 2 to 20 × 1012 Hz, for 20TWcm−2,
with a characteristic time down to 50 fs. The photoionization
cross-section (σpi) is estimated as 10−19 to10−18 cm−2 [30]. Thus,
present data confirm that high-intensity fs-TALIF is a quench-
free fluorescence technique in our conditions. The excitation loss
is largely dominated by the ionisation and therefore fs-TALIF is
expected to be independent of quenching even at atmospheric
pressure plasmas where its rate is on the order of 109 Hz << Γ. Yet,
as shown in reference 14 a rigorous proof for a quench-free TALIF
requires a density matrix model, which was not employed here due
to the lack of spectroscopic data.

The total uncertainty for nitrogen density measured by fs-
TALIF with VUV calibration is estimated here to be at most 25%
(accounting for 17% statistical uncertainty on the calibration factor
and for less than 20% uncertainty on the density by VUV absorption
as mentioned before). This value is significantly better than that
of conventional nanosecond TALIF calibration using krypton gas,
where the cross-section ratio is known within 50% [1, 2] and the
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FIGURE 11
Two fs-laser configuration setups. Configuration 1 uses a tripler and a
quadrupler modules from Spectra Physics. Configuration 2 consists of
an OPA and a NIR-UV modules from Light Conversion.

quenching can highly increase the total uncertainty, especially at
high pressure.

Furthermore, the sensitivity of high-intensity fs-TALIF appears
more than an order of magnitude higher than for the quadratic
regime. Here, nitrogen densities down to 1012 cm−3 could be
measured, whereas with the present set-up in the quadratic regime
no fluorescence signal could be recorded even at a nitrogen
density of 1013 cm−3. Therefore, it was impossible to compare
the VUV absorption calibration with the classical calibration
using krypton gas. A direct comparison could be interesting
for the evaluation of the cross-section ratio by femtosecond
laser excitation. As shown recently in [31], this ratio can be
very different from that obtained with nanosecond excitation,
a topic that deserves further investigation. It should be noted
that the characterisation of N radicals in plasma etalons can be
performed using other VUV sources and adequate spectrometers,
or other diagnostic techniques, such as titration. Here, the
increased accuracy comes from the high resolution of the VUV
spectrometer and the high VUV fluence specific to synchrotron
radiation.

3.3 Comparison of fluorescence yield using
two fs laser systems

The fluorescence signal following nitrogen two-photon
absorption was acquired with two femtosecond laser configurations
as shown in Figure 11. As mentioned in Section 2.2, both systems
share the same Ti:Sapphire laser. The first configuration named
here 4th hamonic laser uses a tripler and a quadrupler modules
from Spectra Physics and allows tuning the laser wavelength in the
range 204 to 207 nm. The second configuration named OPA laser,
consists of an OPA followed by a HE-NIR UVIS-DUVmodule from
Light Conversion, that enables the laser wavelength in the range
190to 2,600 nm.

In Figure 12 nitrogen fluorescence signals recorded at
742–746 nm for both configurations and three experimental
conditions are presented. For each of the DC plasma runs, the
laser wavelength, beam waist and power, as well as the detection
optics and the acquisition settings were kept the same. As in
experiments shown in Figure 5, when using the 4th harmonic
configuration, the laser wavelength was also adjusted to reach
maximum fluorescence. The beam profile was measured by

the knife-edge method and the laser current was adjusted.
The same laser intensity and fluorescence collection volume
were chosen for both configurations. We can note that the
fluorescence intensity acquired with the 4th harmonic laser
configuration is systematically higher. A fluorescence yield
of a factor 3.5 larger compared to OPA laser configuration
is assessed.

This observation most probably reveals the effect of laser
dispersion through the multiple optics chain and consequently
the photon statistics role on the probability of the two-photon
absorption. Multi-photon processes such as TALIF are highly
dependent on the temporal profile of the laser pulse intensity
I(t). The probability of laser-induced two-photon absorption is
proportional to the square of the instantaneous intensity, I(t)2.
Experimentally, even for nanosecond lasers only a time-averaged
intensity is measured because the laser intensity temporal variations
are shorter than the detection response time (see Ref. [14]).
The squared intensity is evaluated for different lasers using the
second order correlation function G(2) at time 0 (for simultaneous
photons), according to < I(t)2 > t = G2(0) × < I(t) > t [2,16], where
G2(0) depends on the laser photon statistics. Its value is >2
for partially mode-locked laser and much higher for picosecond
or femtosecond lasers. This parameter can be evaluated using
autocorrelators. However, such devices at the 206 nm are not
commercially available, so the difference in time evolution (e.g.,
pulse duration) due to wavelength dispersion and consequently
photon statistic changes of the two laser configurations could not
be measured here.

It should be noted that the two-photon absorption rate is
also proportional to the laser two-photon absorption spectral
profile (g(v)) that may differ with the laser configuration.
However, within 20%, g(v) was found similar for the two laser
systems (not shown here). The 3.5 factor difference most likely
reflects changes in laser wavelength dispersion (temporal profile
variations) and photon statistics and thus, a difference in the
two-photon absorption probability. Consequently, even if the
averaged laser intensity is measured the same, the calibration
factor using VUV absorption will depend on the employed fs laser
configuration.

4 Conclusion

In this article, we proposed an improved fs-TALIF calibration
for atomic nitrogen detection using a 100-fs laser at 20-TWcm-2. A
DC plasma-based atomic nitrogen reference source was accurately
characterized by VUV absorption spectroscopy. Key advantage of
this calibration includes its simplicity and increased accuracy. Here,
a single calibration constant is evaluated, whereas conventional
calibration using Kr gas would require a complex density-matrix
description at the high-intensity laser regime. The high intensity
fs regime used here was found to be quench-free and with more
than an order of magnitude increase in sensitivity compared to the
quadratic regime.

The calibration nitrogen source employed was a steady state,
homogenous DC discharge, in a Ar:N2 mixtures, characterized by
VUV absorption at ∼ 120 nm. Plasma conditions for unsaturated
VUV absorption were obtained, ensuring an accuracy of 20%
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FIGURE 12
Nitrogen fluorescence intensity comparison for the two laser configurations illustrated in Figure 11 under three plasma conditions.

on the atomic nitrogen density. This improved accuracy stems
from plasma conditions that allowed unsaturated absorption
lines and negligible molecular background, and better VUV
beamline characteristics. Inserting molecular liquid nitrogen
traps close to the MgF2 discharge windows allowed a strong
reduction of the window opacity, which consequently enabled
experiments at higher spectral resolution (i.e. 0.27 cm-1 instead of
0.46 cm-1).

The laser spatial and spectral intensity distributions as
well as two-photon absorption profile and the fluorescence
regime were characterized. It was found that the laser spectral
profile corresponds to the Fourier limit. The two-photon
absorption profile is dominated by the laser broadening and the
fluorescence dependence on the intensity around 10 TW cm-2

showed saturation. The uncertainty on atomic nitrogen density
by fs-TALIF was found ∼ 25%, which is significantly better
than for conventional ns-TALIF calibrated with krypton gas.
The VUV absorption calibration method for fs-TALIF was
validated for pressure and nitrogen density in the range of
1–9 mbar and 3× 1012 to 2 × 1013 cm-3, respectively. The
ionization rate was found to largely dominate quenching
and radiative rates, proving the quench-free feature of the
fs-TALIF technique.

Finally, the effect of laser dispersion and photon statistics
on two-photon absorption and fluorescence yields was evidenced
using two fs laser configurations, this aspect being important for
fluorescence calibration procedures.
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