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Cyber-Physical-Social Systems (CPSS) have emerged as a transformative
paradigm in recent years, embracing computational processes, physical
systems, and human social interactions within an integrated architectural
framework. Advances in artificial intelligence technologies are targeted at
addressing the complexity of CPSS design, especially in modeling human
reactions in cyber-physical environment. Notably, LLM-based agents have
shown significant potential, and numerous studies have leveraged multi-
agent collaboration frameworks to solve reasoning tasks. Some approaches
achieve multi-agent collaboration through a debate or communication setting.
However, these approaches only use the existing capabilities of LLMs, fail
to enhance their problem-solving performance. Other works incorporate the
responses of other LLMs into their training trajectories to train individual LLMs
in a reinforcement learning setting. We argue that effective collaboration
should align not only in input information but also in consistent optimization
objectives. Furthermore, in current cooperative frameworks, some LLMs tend to
redundantly repeat others’ viewpoints, contributingminimally to solve problems.
In this paper, inspired by multi-agent reinforcement learning research, we
propose MACT, a Multi-Agent Cooperative Tuning framework to joint train
multiple LLMs, ensuring that the optimization of each agent aligns directly with
the objective of the global task. We equip each agent with a critic network to
facilitate individual optimization. Furthermore, to encourage different agents
to complement each other and contribute to the overall task, we employ a
mixing network that ensures the value of each agent is monotonically consistent
with the total value. Experimental results reveal that our method significantly
enhances cooperative problem-solving capabilities in the LLM multi-agent
framework, which set strong evidence for the modeling of human reaction
within CPSS.

KEYWORDS

cyber-physical-social systems (CPSS), large languagemodels (LLM), generative artificial
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1 Introduction

Cyber-Physical-Social Systems (CPSS) represent the integration
of computational elements, physical systems, and human social
dynamics into a cohesive framework [1]. So far, CPSS design
complexity has evolved due to dynamic uncertainties in both
physical environments and human-in-the-loop interactions. As
such, a key challenge in CPSS design lies in modeling human
reactions and system behaviors under uncertainty while ensuring
compliance with strict functional, timing, and performance
constraints [2]. In recent years, artificial intelligence (AI) has
brought paradigm shifts in multiple domains and the CPSS is no
different.The ongoing evolution of embodied intelligence highlights
the importance of benefiting human-AI mutual comprehension
and collaboration [3]. The cyber system, which emerges from
the physical system, possesses increasingly powerful perceptual,
cognitive and decision-making abilities [4]. Among all the AI
products, an LLM is one such architecture, deemed best able to
handle information that is distinctly human. In the cyber scenario,
an LLM exhibits not just semantic comprehending and contextual
generation, but also zero-shot generalization and adaptive reasoning
[5, 6]. On the task of CPSS design, LLMs are promising in yielding
profound effects and giving rise to new opportunities.

More recently, LLM-based agents have shown great potential,
and a great deal of work has explored how to use the LLM-based
multi-agent cooperative framework to improve the factual accuracy
and reasoning ability of LLM to solve a range of complex reasoning
problems [7–10].

Supervised fine-tuning (SFT) is a widely adopted and effective
technique to improve LLM’s capabilities. This technique enhances
the ability of LLM to complete complex tasks [11, 12]. Compared
to SFT methods, reinforcement learning techniques such as
Proximal Policy Optimization (PPO) [13] and Direct Preference
Optimization (DPO) [14] offer new tuning strategies for LLM.
Recent studies [15–17] have demonstrated the effectiveness of LLM
agent autonomously to explore environment and train LLM through
reinforcement learning, as shown in Figure 1a. Although the
aforementioned techniques significantly improve the performance
of individual LLM, these tuning methods cannot improve the
cooperative ability of LLM. In essence, this form of collaboration
fails to enhance the cooperative performance of LLMs.

In most existing LLM-based multi-agent collaboration
frameworks, each LLM agent uses the natural language text as
prompt to facilitate cooperation, as shown in Figure 1b. These
approaches boast strong generality and can leverage powerful
models such as GPT [18]. However, in these inference-only
collaboration methods, some agents tend to repeat their own or
other agents’ viewpoints [19], leading to a lack of substantive
incremental contributions to problem solving efforts. Recently, some
studies focus on training LLM multi-agent framework [20–22].
To enable collaboration, these methods integrate the generated
responses into the training trajectories and use RL training methods
to fine-tune LLMs. However, thesemethods only achieve input-level
collaboration among agents, cannot establish optimization-level
collaboration.

Research in the field of multi-agent reinforcement learning
(MARL) provides viable approaches for improving existing LLM-
based multi-agent collaboration frameworks. In cooperative
settings, MARL primarily addresses the issue of credit assignment
among individual agents and the agent team [23–27]. However,
there is a scarcity of research on utilizing these algorithms
for LLM-based multi-agent cooperative frameworks. The main
distinction and challenge lies in LLM agents operating with natural
language text as actions or states, and rewards defined by task-
specific rules or human-aligned reward models, whereas traditional
MARL algorithms typically function in environments supporting
sequential multi-step interactions (e.g., games) with intrinsic reward
definitions.Thus, the reward and value signal instability inNLP tasks
inherently amplifies training difficulty for LLM-based multi-agent
framework.

In the scope ofCPSS design and deployment, we propose a LLM-
based multi-agent cooperative Tuning framework that establishes
a unified optimization objective for all agents, enables coordinated
tuning across the framework, and enhances individual contributions
to collective problem-solving, as shown in Figure 1c. Specifically,
we construct an agent network consisting of a LLM policy and
a shared LLM critic network. LLM policy is responsible for the
execution of actions, and the critic network calculates the value
at the current step. The single agent network optimizes its LLM
policy by maximizing the reward to achieve individual optimum.
Simultaneously, the values of all agents are aggregated by a mixing
network, and get the total value. We ensures each agent’s behavior

FIGURE 1
Comparison of existing methods and our proposed method. (a) LLM agents interact with the environment and explore trajectories to fine-tune LLM
agents; (b) Multi-agent collaboration through only inference methods to improve the reasoning ability; (c) Our approach enforces consistency
constraints to coordinate optimization objectives for multi-agent, enhancing their cooperative abilities.
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contributes optimally, and design the optimization process to
cooperative train each agent, which can achieve optimization-level
coordination and global optimum. This approach enhances the
cooperative capability of LLMs. In summary, our contributions
are as follows:

• We propose a novel LLM-based Multi-agent cooperative
tuning method, which can achieve optimization-level
coordination and optimize multiple agents to achieve
global optimum.
• Our proposed method is designed to promote positive

contributions from individual LLM agents to the entire
problem-solving process, and effectively avoid each LLMbeing
a poor apology for the whole team.
• Our method outperformed the benchmark baselines, and

the experimental results demonstrate that our method
significantly enhances the cooperative abilities of the
LLM agents.

2 Related work

2.1 Cyber-physical-social systems

The concept of Cyber-Physical-Social Systems (CPSS) has
garnered significant attention across various research domains,
emphasizing the integration of physical, cyber, and social
components to enhance system functionality and intelligence.
Liu et al. [28] provide a foundational perspective by illustrating
the operational process of CPSS in command and control contexts,
highlighting a self-synchronization mechanism that connects
physical networks, cyberspace, mental space, and social networks,
thereby facilitating coordinated control operations. This early work
underscores the importance of multi-layered integration within
CPSS to support complex operational mechanisms.

The importance of data fusion within CPSS is extensively
reviewed by Wang et al. [29], who discuss the integration of
diverse data sources across cyber, physical, and social spaces. Their
comprehensive overview underscores the critical role of data fusion
techniques in enabling coherent and reliable system operations,
which is essential for the effective functioning of CPSS.

Recent advances in data analysis and collective intelligence
further exemplify the evolving capabilities of CPSS. Amiri et al.
[30] systematically review deep learning techniques for pattern
recognition within CPSS, showcasing how advanced data analytics
can enhance system understanding and predictive capabilities.
Similarly, Makanda et al. [31] explore the emergence of collective
intelligence in industrial CPSS, focusing on collaborative task
allocation and defect detection, which underscores the potential for
CPSS to facilitate autonomous, intelligent industrial operations.

2.2 LLM cooperation framework

To fully leverage the capabilities of LLM, researchers have
explored various LLM-based multi-agent cooperative methods.
MAD [7] proposes a method for problem-solving using multi-
agent through multi-round debates. The main idea is that multiple

LLMs can propose and debate their individual responses and
reasoning processes overmultiple rounds to arrive at a commonfinal
answer. Reconcile [9] designed a round-table discussion framework
which multiple LLMs engage in multi-round discussions, learning
and persuading each other to improve their answers, using a
confidence-weighted voting mechanism to enhance the reasoning
capabilities of LLMs. Mixture-of-Agents [10] method leverages the
collective strengths of multiple LLMs to enhance natural language
understanding and generation capabilities. These approaches
possess strong generality and scalability, but there is no tuning
process to improve their abilities.

2.3 LLM policy learning

Reinforcement learning from human feedback (RLHF) [32]
and its variants such as PPO, DPO [13,14] rapidly become one
of the key techniques for tuning LLM agents. ACT [15] method
uses an online preference optimization algorithm based on DPO.
ETO [16] method utilizes DPO and other contrastive learning
methods to update LLM strategies based on collected trajectories.
LTC [17] proposed a training method, which enables agents to
continuously improve their strategies through interactions with
their environment and other agents. However, these approaches
only focus on tuning individual LLM agent. Recent studies have
focused on training multiple LLM agents, where collaboration is
achieved by incorporating all LLMs’ responses into the retraining
trajectories, and each LLM using RL framework to train [20–22].
However, in such collaborative training frameworks, LLM agents
can only achieve coordination at the input data level, failing to
realize coordination at the optimization level. We aim to explore
a novel tuning method to optimize multiple LLM agents in a
cooperative setting.

2.4 Multi-agent reinforcement learning

In the cooperative environment, multi-agent reinforcement
learning (MARL) mainly faces the challenge of how to use the
joint and unified reward signals to learn the individual strategies
of decentralized agents. Value-based methods such as VDN
[24], QMIX [25] and policy-based methods such as MADDPG
[26], MAPPO [27] and so on. They all use a centralized critic
network to decompose the joint value into the combination
of each agent’s value, to promote the learning of better agent
individual strategies through constraints. However, research on
applying these algorithms in LLM-based multi-agent collaboration
frameworks remains scarce. In MARL settings, typical application
scenarios involve environments supporting continuous multi-step
interactions (e.g., games), and reward signals are intrinsically
defined by the environment. The main distinction and challenge lies
in LLM agents operating with natural language text as actions or
states, and reward is defined by rules or reward models. We propose
a feasible solution to address this challenge and utilize the analogous
solution to the LLM-based multi-agent cooperative framework.
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FIGURE 2
Framework overview. Our Multi-Agent Cooperative Tuning (MACT) framework comprises multiple agent networks, each agent containing a policy and
a shared critic network for value estimation. The values from each agent are aggregated through a mixing network to get the a total value. We
introduce this mixing network to guarantee monotonic consistency between each agent’s value and the total value. We design the optimization
process to cooperative train each agent, which can achieve optimization-level coordination and global optimum.

3 Materials and methods

In the context of CPSS, LLMs are leveraged to widen the
cognitive and bridge the gap between cyber model and the
reality. In this work, the task is that multi-agent interact with
each other to cooperatively find the correct solution to the given
problem. In this section, we introduce ourMulti-AgentCooperative
Tuning (MACT) Framework. We give the overview of MACT
as shown in Figure 2. First, we outline the problem-solving method
of the multi-agent framework. Next, we introduce the training
methodology, which is divided into the optimization objectives for
individual agent and the cooperative optimization objectives for the
multi-agent. Finally, we present the training method for the entire
framework.

3.1 Framework

Multi-agent cooperative framework operates as follows:N agents
iteratively generate responses to task x over T communication
rounds. Each agent interacts with others with prompts that
dynamically constructed based on all agents’ outputs from the
previous round. All agents equip with a shared critic network,
and joint optimize through the loss function designed by the
mixing network.

3.2 Single agent network

In this subsection, we will introduce the LLM policy and the
LLM critic network in a single agent network. The LLM policy
observes the current conversation state and executing actions, and
the LLM critic network estimates the current value.

3.2.1 LLM policy
In reinforcement learning settings, we use a Markov Decision

Process (MDP) describe LLM’s behavior: for each LLM i, its policy
is denoted as πθi, the MDP for policy πθi can be defined M =
(s,a, t, r,po). The initial state p0 is the prompt constructed based on
the task. In the round t of interaction, the state s(t)i of πθi is the
prompt that constructed from the response in the previous round.
The action a(t)i is a natural language text sequence in the form a(t)i =
{w1,w2,…,wn}, where w represents each token in the sequence. The
reward function r(x,y) evaluates how well the text x matches the
standard answer y, defined as:

r (x,y) = {
1, if x = y,

0, else.
(1)

The referenced prompt specification is detailed
in Appendix.

3.2.2 LLM critic
The purpose of the critic network is to evaluate the

value of the current state of the policy πθi. To better assess
the value, we construct the critic network using the LLM
architecture. A linear layer is added after the final layer of the
LLM architecture to map the hidden state to a scalar value
between 0 and 1.

At each round t, a shared critic network Vc takes the state from
the policy πθi as input and outputs a scalarQ(t)i representing the value
of the current state, denoted as: Q(t)i = Vc(s

(t)
i ).

To receive an exact value, we need to train a critic network
in a supervised manner firstly. We collect trajectories generated
by the policy πθi. Each trajectory τ is represented as τ =
{s(1)i ,a

(1)
i , r
(1)
i , s
(2)
i ,a
(2)
i , r
(2)
i ,…, s

(T)
i ,a
(T)
i , r
(T)
i }, where s(t)i denotes the

state, a(t)i represents the action and r(t)i indicates the reward at the
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round t, respectively. Let the total reward from round t onward for
each trajectory τ be denoted as Equation 2:

R(t)τ = r
(t)
i + γr

(t+1)
i +⋯+ γ

T−tr(T)i =
T−k

∑
k=0

γkr(t+k)i , (2)

where γ is the discount factor. Sampling M times, we compute the
average of the total rewards from the M trajectories to obtain the
value according to Equation 3:

Q(t)i = E[R
(t)
τ ] =

1
M

M

∑
j=1

R(t)τj . (3)

We constructs the loss function of the critic network using
temporal difference based on the data in the trajectory τ, according
to Equation 4:

L (c) =
T−1

∑
t=1
(r(t)i + γQ

(t+1)
i −Q

(t)
i )

2
, (4)

where c represents the parameters of the critic network, and γ
denotes the discount factor. We update the critic network before
training the policy. The critic network is updated only once [33],
and then its parameters are frozen to assist the update of the
policy. The update of the LLM policy will be introduced in the
following sections.

3.3 Mixing network

In this section, we will discuss the construction of the mixing
network and its function.

At round t, we obtain the value Q(t)i from the critic network
of each agent network i. Then the mixing network aggregates the
values of all agent networks to obtain the total value Q(t)tot. Our goal
is to use Q(t)tot to facilitate the coordinated optimization of the entire
framework. The mixing network consists of two simple linear layers,
and its parameters determined by a hyperparameter network [34].
The input of the hyperparameter network is the embedding vector
of the natural language text describing the question. Then, we use
this vector and a linear layer to calculate the parameters of the
mixing network.

3.4 Positive contribution guarantee

In a multi-agent cooperative framework, coordinating the
behaviors of multiple agents to enhance the contribution of
individual agents to the entire effort is a primary challenge. In this
section, we will introduce the relationship between the value of a
single agent Q(t)i and the output of the mixing network Q(t)tot, and use
this relationship to establish optimization-level coordination.

To encourage different LLMs to complement each other’s
strengths and contribute to the overall task, we ensure the value
Q(t)i maintains monotonic consistency with the whole team’s value
Q(t)tot.This guarantees equivalence between global argmax onQ(t)tot and
concurrent individual argmax operations across all Q(t)i [35]:

argmaxQ(t)tot =(

argmaxQ(t)1
⋮

argmaxQ(t)N

). (5)

We take advantage of the mixing network to ensure that the
aggregated Q(t)tot, derived from all agent networks, aligns with the
Q(t)i of each agent network according to Equation 5. This means that
when each agent achieves its maximum individual value, Q(t)tot also
reaches its maximum value, it can be shown in Equation 6:

∂Q(t)tot
∂Q(t)i
≥ 0,∀ i ∈ N,∀ t ∈ T. (6)

3.5 Multi-agent cooperative tuning

3.5.1 Single agent optimization
For each LLM policy πθi, the optimization of the policy has two

objectives. First, we use Supervised Fine-Tuning (SFT) as warm-up
operation, improving its ability to the downstream task, specifically
expressed as Equation 7:

LSFT (θi) = −E(x,y)∼D[
H

∑
k=1

logπθi (yk|x,y < k)] , (7)

where D donates the dataset, x is the task, and y represents the
generated text. The second objective is to perform reinforcement
learning training on the SFT model, specifically expressed as
Equation 8:

LRL (θi) = −Ex∼DEy∼πRLθi (x)[r (x,y) − βlog
πRLθi (y|x)

πSFTθi (y|x)
] , (8)

where r(x,y) represents the reward calculation according to
Equation 1 provided in Section 3.2.1, and β is a hyperparameter that
controls the KL divergence.

3.5.2 Multi-agent optimization
Optimizing the single-agent network with the goal of individual

optimality may lead to a local optimum. Therefore, during the
collaborative optimization phase, we introduce a loss computed by
the mixing network to promote coordination among the multiple
agent networks within the framework, ultimately achieving a global
optimum.The loss of themixing network consists of a target network
and an evaluation network. The evaluation critic network takes
each agent’s value Q(t)i (i from 1 to N) as input, and outputs Q(t)eval.
The target critic network receives the maximum value among Q(t)i
(i from 1 to N) and outputs Q(t)target. The loss for the mixing network
is expressed as Equation 9:

Lmix = [Q
(t)
target − (r

(t)
i + γQ

(t)
eval)]

2
, (9)

where r(t)i is the reward for the policy πθi at round t, and γ is the
discount factor. Each agent within the framework updates the its
policy by using the following loss function:

Lπθi = LRL (θi) + αLmix, (10)

where α is the hyperparameter that control the trade-off between
individual optimality and global optimality. Each agent undergoes
multi-round training, and each round continuing from the
parameters obtained in the previous round of training.
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3.5.3 Training phase
Our training process will be conducted in two stages. First, we

perform a single round of SFT by using Equation 7 on all agents
to obtain the SFT models. This serves as an effective warm-up
mechanism prior to reinforcement learning and the cooperative
tuning process [36]. Subsequently, wewill train each SFTmodel πSFTθi
multiple times by using the equation defined in Equation 10.

4 Results

Experiments on evaluating the multi-step reasoning ability of
LLMs are carried out aligning with the objective of the CPSS design.

4.1 Benchmark

We evaluate our method and baseline on the GSM8K
[37] and MATH [38] dataset. These mathematical datasets are
crucial for evaluating the logical reasoning capabilities of LLMs.
GSM8K.This dataset is specifically designed to assess LLMs’ abilities
to solve grade school math problems that necessitate multi-step
reasoning. These problems typically involve arithmetic operations
and basic algebra, requiring between 2 and 8 steps to solve accurately.
The dataset highlights the importance of logical thinking and
sequential reasoning.MATH.This dataset serves as amore advanced
and challenging benchmark for evaluating the capabilities of LLMs
in solving mathematical problems. It includes over 12,500 problems
of mathematical competition level, covering a broad spectrum of
difficulties from basic to highly advanced. The problems address a
variety of mathematical concepts and techniques, including algebra,
geometry, number theory, combinatorics, calculus and etc.

4.2 Baseline

We use pre-trained language models [39–41] as base agents. The
Base method directly evaluates the capabilities of the foundational
LLM by prompting it to generate answers without modifications,
while the SFT method will fine-tune the LLM in the data set
and then evaluates its performance. LTC method proposes novel
approaches that leverage RL to train LLM [17]. In addition, to
validate the effectiveness of our approach, we compared it with the
multi-agent debate method [7], named Debate. This method does
not involve fine-tuning changes to the model but employs multiple
LLMs to engage in multi-round conversational discussions and
debates, stimulating each LLM to learn from the historical sessions
with the aim of enhancing its performance on reasoning tasks.

4.3 Overall performance

Table 1 shows the performance of all methods. We using
Llama2-7B, Llama3-8B, and Mistral-7B as the base models for our
experiments on both datasets. The performance of each single LLM
was relatively modest. The performance of multi-agent methods
generally surpasses single base model. This improvement is due to
the ability of multi-agent to learn from each other and complement

TABLE 1 Main results.

LLM Method GSM MATH

Llama3 [39]

Base 75.00 46.80

SFT 77.20 51.60

Debate 76.40 47.20

Ours 86.00 53.30

Mistral [40]

Base 35.60 16.60

SFT 45.50 17.80

Debate 52.60 18.20

Ours 54.30 20.60

Llama2 [41]

Base 13.30 4.10

SFT 41.30 7.20

LTC 41.30 5.60

Debate 28.00 2.00

Ours 45.00 8.40

We show the comparative baseline and the experimental results of our method on the
benchmark. The results in the table are all evaluated using accuracy (%) as the metric.
The best result is displayed in bold.

each other’s strengths, with particularly noticeable gains on the
GSM dataset. In contrast, the improvement on the MATH dataset
is less significant. Our method comprehensively outperforms the
aforementioned approaches, with improvements of 9.60%, 1.70%,
and 17.00% on the GSM dataset compared to the multi-agent
debate methods. On the MATH dataset, our method achieved
an average improvement of 6.10%, 2.40%, and 6.20% over the
multi-agent debate methods. While multi-agent debate methods
facilitate collaboration, the LLM agents in these approaches rely
exclusively on language-based interactions and do not optimize
the large models for deeper levels of cooperation. Furthermore,
in such settings, LLM agents are susceptible to context-driven
influences, often leading to repetitive viewpoints. Our method
effectively mitigates these issues, resulting in superior performance.

4.4 Ablation study

We conducte experiments to analyze the impact of various
configurations of our MACT method, as shown in Table 2.
Specifically, we explored the effects of supervised fine-tuning
(−w.o. SFT) and the critic network (−w.o. Critic Net) in individual
optimization, as well as the mixing network (−w.o. Mixing Net) in
coordinating global optimization. The experimental results indicate
that, from the perspective of individual optimization, removing
the SFT results in a decrease in the performance. We believe
that supervised fine-tuning as the warm-up operation ensures the
performance of LLMs on downstream tasks and serves as a crucial
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TABLE 2 Ablation study.

LLM Ablation GSM MATH

Llama3 [39]

MACT (Ours) 86.00 53.30

 −w.o. SFT 78.00 48.90

 −w.o. Critic Net 81.00 51.20

 −w.o. Mixing Net 83.20 50.00

Mistral [40]

MACT (Ours) 54.30 20.60

 −w.o. SFT 48.60 16.60

 −w.o. Critic Net 51.20 16.90

 −w.o. Mixing Net 52.00 17.40

Llama2 [41]

MACT (Ours) 45.00 8.40

 −w.o. SFT 37.50 2.60

 −w.o. Critic Net 38.80 3.20

 −w.o. Mixing Net 39.20 2.89

We observed that SFT exerts the most significant impact on the final results due to its
warm-up capability, which plays a important role in enabling subsequent reinforcement
learning. The contributions of both the critic network and mixing network are also
non-negligible.

method for optimizing individual agents. Critic network in a single
agent network tends to effectively guide the LLM policy updates,
resulting in suboptimal outcomes. This further demonstrates that
applying reinforcement learning to optimize LLM policy remains
a challenging problem. On the other hand, the critic network also
serves as a bridge for establishing global optimization. Without
the critic network, there would be no involvement of the mixing
network. From a global optimization standpoint, the absence of the
mixing network leads to a decline of performance, despite each agent
achieving individual optimization, the collective performance of all
LLMs together does not reach the global optimum. Therefore, our
experimental results show that our MACT method not only ensures
individual optimization but also enhances the cooperative abilities
of LLM agents.

4.5 Case study

We collected and analyzed different cases from the experimental
results, as illustrated in Figure 3. The figure compare the
performance of collaborations between SFT-Llama3 models and
MACT-Llama3 models. When we used the SFT-Llama3 model in
collaboration, we observed that these SFT models still primarily rely
on their contextual information, which can lead to the propagation
of incorrect information derived from the context. However, the
MACT-Llama3 model alleviates this issue to some extent. The
MACT model can fully account for the collaborative dynamics and
the logic of the task, reducing the tendency for repeated responses
or excessive reliance on other agents’ responses.

4.6 Different cooperation rounds

We investigated the impact of varying collaboration rounds by
setting the number of rounds to 1, 2, and 3, comparing the MACT
method with the Debate method as shown in Figure 4. On the GSM
dataset, using Llama3 as the base model, both MACT and Debate
methods achieve optimal performance with two collaboration
rounds, while accuracy declined with additional rounds. We
hypothesize the performance degradation stems from natural
language interactions causing the LLM’s input and output length to
exceedmodel constraints.However, whenusingMistral and Llama2,
MACT-models exhibited consistent accuracy improvements as
collaboration rounds increased. On the MATH dataset, MACT-
models achieve best results with three collaboration rounds. We
attribute this to the dataset’s higher complexity, which challenges
LLMs’ inherent problem-solving capabilities, making additional
rounds beneficial for providing contextual information to enhance
analysis and resolution.

4.7 Different agents

We investigated scenarios with different LLM-based agents,
as shown in Figure 5. Using Llama3, Llama2, and Mistral as
agents, we explored the effects of collaboration by combining
different agents in various arrangements. In experiments with
two agents, the results aligned with intuition: weaker models
showed significant performance improvements when collaborating
with stronger models. When three different agents were used
for collaboration, their combined performance achieved further
enhancement, validating the effectiveness of our collaborative
framework.

4.8 Complexity analysis

We leverage the vLLM library to accelerate inference. As a
result, processing 1,000 data samples, even with multiple LLMs
participating in multi-round debates, does not take excessive time
and is significantly faster compared to directly invoking the ‘generate
()’ method from the transformers library. One or more LLMs
can independently create multiple vLLM processes on the same
GPU without conflicts. Additionally, the vLLM library allows
the memory usage to be configured using the parameter ‘gpu_
memory_utilization.’ Even with limited GPU memory, quantization
techniques can be employed to further reduce thememory footprint
during inference.

We present the computational consumption during training
and inference using different base models, as shown in Table 3.
Initially, supervised fine-tuning (SFT) is applied to the base model,
requiring less than 35 GBGPUmemory and approximately 5 h.This
is followed by reinforcement learning (RL) and joint training on
the SFT model, where training the critic model consumes around
50 GB of memory and 2 h. Although the critic model shares the
same base architecture, its scalar output reduces training duration;
however, processing extensive natural language text inputs still
demands higher memory allocation. Finally, inference time remains
acceptable due to the optimized implementation via the vllm library.
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FIGURE 3
A case study comparing SFT-Llama3 model and MACT-Llama3 model.

FIGURE 4
The results when using different numbers of rounds to cooperate.

5 Conclusion

With the growing demands for CPSS, an LLM is a promising
resolution in promoting the establishment of CPSS. In this paper,
we propose a novel LLM-based Multi-Agent Cooperative Tuning
(MACT) method, which can significantly enhance the ability of
LLM agents to solve problems cooperatively. Our method draws
on the research of multi-agent reinforcement learning, and fully
discusses the cooperation mechanism between the individual

agent and the entire agent team, so that the individual agent
can improve the contribution to the entire agent team in the
training process through consistency constraints. We conducted
experiments on two datasets, our method showes better results
than the previous LLM-based single-agent methods and multi-
agent methods. This work gives rise to a new opportunity to
the human reaction modeling in CPSS establishment, which
generates more precise outcomes via the cooperation of LLM-based
multi-agents.
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FIGURE 5
The results when using different agents to cooperate. We set the cooperative rounds to 2.

TABLE 3 GPU memory and training time consumption across different
base models.

Method Llama2-7b Llama3-8b

SFT ≈ 26G∖ 243 mins ≈ 32G∖ 266 mins

MACT ≈ 30G∖ 273 mins ≈ 34G∖ 286 mins

 – Critic training ≈ 44G∖ 98 mins ≈ 48G∖ 102 mins

 – Inference ≈ 22G∖ 168 mins ≈ 24G∖ 174 mins

Debate ≈ 28G∖ 179 mins ≈ 30G∖ 182 mins

We present in the table the resource utilization of Llama2 and Llama3 when implementing
various training methodologies. The results indicate that Supervised Fine-Tuning (SFT)
requires the longest training duration, followed by inference operations. This pattern arises
due to the necessity of extensive inference processes during reinforcement
learning-based training.

6 Limitations

Compared to existing research, our work still employs
natural language text as the communication medium between
LLM agents. However, the use of natural language text
serves merely as an interpretable description and may not be
the most efficient means of representation for LLM agents.
Furthermore, natural language output can lead to significant
consumption of computational resources and time. Therefore,
exploring a more suitable communication method for multi-
agent systems is a topic worthy of investigation and study. Since
this paper focuses on investigating the training methods of
LLMs, we retain the communication mechanisms established in
prior work.
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Appendix: Prompts

We provide a list of prompt terms utilized during
our implementation for reference. As outlined in the
paper, to better facilitate answer extraction from LLM’s
responses, we enforce a specific output format for LLM-
generated answers, including the directives provided in the
prompt below.

Single-agent prompts

We use the following prompt as input to a single LLM and
directly obtain its response:

“‘Can you solve the following math problem? {QUESTION}
Provide a bullet point summary of your reasoning. Your final
answer should be a single answer, in the form ∖∖boxed{{answer}},
at the end of your response.”’

Multi-agent prompts

In the first round, we provide the same prompt to multiple
agents as follows:

“‘Can you solve the following math problem? {QUESTION}
Provide a bullet point summary of your reasoning. Your final answer
should be a single answer, in the form∖∖boxed{{answer}}, at the end
of your response.”’

In the t rounds of dialogue, we construct the prompt for each
agent by using the responses from the previous round of all other
agents except itself:

“‘These are the solutions to the problem from other agents:
one agent solution: {RESPONSE}. Using each response as
additional advice, can you give an updated bullet by bullet
answer to {QUESTION}? Your final answer should be in the form
∖∖boxed{{answer}} given at the end of your response.”’

Then we input this prompt to the each agents to
generate their next round’s responses.
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