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Effective communication solutions are crucial in the dynamic transportation landscape. The rise of autonomous vehicles and sophisticated transportation systems has shaped urban mobility, underscoring the importance of safety considerations and data-driven decision making. This study examines the significance of rapid, low-latency communication in advanced intelligent transportation systems, focusing on the use of Visible Light Communication (VLC) in vehicle ad hoc networks (VANETs). This study introduces a tree-structured communication architecture utilizing hierarchical optical codewords to enhance data routing efficiency and establish a vehicle identification system. The proposed system employs dynamic attachment and reattachment protocols in conjunction with adaptive quality-of-service mechanisms to effectively mitigate variability in traffic dynamics, thus enhancing network stability and data aggregation. Simulation results contrasting the Intelligent Driver Model, Gipps, and Krauss mobility models indicate that, while more complex network trees may lead to increased delay and lower effective signal-to-noise ratios, models characterized by greater vehicular spacing generally result in reduced delay and enhanced SNR, though this improvement comes at the cost of connectivity. This document provides a detailed examination of mobility-aware performance and the incorporation of tree-structured VLC VANETs that employ hierarchical optical codewords for distinct node identification. The performance insights reveal significant improvements in scalability, latency, and throughput, which support the advancement of smart city infrastructures that are more sustainable, efficient, and secure.
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1 INTRODUCTION
The rapid evolution of intelligent transportation systems (ITS) is driving the demand for vehicle-to-everything (V2X) links that are simultaneously high-speed, reliable and easily scalable. Vehicular ad hoc networks (VANETs) underpin this vision by allowing the real-time exchange of status, control and safety messages between vehicles and road infrastructure, thus improving sustainability, traffic efficiency, and road safety [1].
Radio frequency (RF) technologies constitute the default V2X medium today, but their large-scale urban deployment faces two decisive bottlenecks: (i) spectrum congestion and RF interference in dense city grids and (ii) high capital expenditure, because continuous coverage typically requires multiple transceivers at every intersection and along major corridors. These limitations have prompted a growing interest in Visible Light Communication (VLC). By repurposing existing headlights, taillights, and street lamps as optical transceivers, VLC delivers submillisecond latency, immunity to RF interference, and inherently energy-efficient links -attributes that are especially attractive for urban ITS [2, 3].
Integration of VLC is already underway in both vehicles and smart street lighting systems [4–6]. Figure 1 illustrates a typical automotive safety scenario: smart traffic lights transmit signal phases, remaining time to change, speed limits, and maintenance alerts, while approaching vehicles upload their position, velocity, acceleration, and engine state. The main hurdles lie in the strict line-of-sight (LOS) requirement of VLC and the limited propagation range, which must be mitigated through robust topology management, adaptive link maintenance, and hybrid networking strategies if VLC is to fulfill its full potential for next-generation VANETs.
[image: An illustration of autonomous cars on a street with communication data visualized. The blue car displays "Here I am" and "Location data." The red car shows "Here I am" and "Adaptive cruise control." Yellow lines indicate the presence of "Intersection data."]FIGURE 1 | VLC-enabled vehicular safety communication: Data exchange via vehicle illumination systems, street lighting system, and traffic lights [7].Implementing Optical Code Division Multiple Access (OCDMA) [8–10] is a highly promising approach to increase the effectiveness and capacity of vehicular networks based on VLC. Optical Code Division Multiplexing Access allows multiple vehicles to transmit and receive data over a single optical channel, with information encoded using different optical codes. This approach reduces the likelihood of data collisions while improving the network’s overall stability and effectiveness. Numerous studies have looked into the use of OCDMA in the field of VLC, particularly VANET. These studies demonstrated the ability of OCDMA to offer high-speed communication while reducing interference in densely populated areas [11–13]. These advances are critical to improving the connectivity of V2V and V2I data transfer, particularly in dynamic, high-mobility situations. These VLC enhancements have been complemented by AI techniques in ITS such as the Deep Deterministic Policy Gradient model for 5G/6G security [14] and CNN-based light-field reconstruction for autonomous perception [15].
In this work, we introduce a novel tree-structured communication architecture that employs hierarchical optical codewords to identify distinct nodes. This innovative approach improves data routing efficiency by constructing virtual trees in which each node is uniquely identified by a multilevel optical codeword header. The system effectively manages routing in dynamic network conditions by encapsulating the codeword identifier within the packet structure. Dynamic attachment and reattachment protocols, in conjunction with adaptive quality of service (QoS) mechanisms, further enhance the proposed approach. The purposed approach improves the stability of the network and the aggregation of data by reducing the inherent variability in traffic dynamics. Simulation results contrasting the performance of three distinct mobility models (the Intelligent Driver Model, Gipps, and Krauss) indicate that while more complex network trees tend to induce increased delays and lower effective signal-to-noise ratios (SNR), mobility scenarios characterized by greater vehicular spacing generally yield reduced delays and enhanced SNR, although often at the expense of connectivity. The primary contributions of this work are as follows.
	1. VLC-Based Tree Communication Architecture A hierarchical communication system designed for vehicle-to-vehicle (VLC) networks, with cars organized into collecting trees. Each tree enables organized data routing, resulting in efficient aggregation and transmission to base stations while leveraging VLC’s high-speed and low-latency characteristics.
	2. Hierarchical Optical Codewords for Vehicle Identification. The purpose of using hierarchical optical codewords is to uniquely identify cars within the tree structure. These codewords enable dynamic network structure, improved routing efficiency, and more stability by reducing data collisions and ensuring precise function classification for each vehicle.
	3. Quality-driven attachment and reattachment protocols. Adaptive approaches that enable cars to maintain optimal communication by dynamically connecting and disconnecting with neighbors or trees based on the quality of their VLC connections. This allows for regular and reliable communication while reducing interruptions caused by mobility or environmental changes.

The paper is structured as follows. Section 2 study the use of visible light communication in ad hoc vehicular networks, covering V2V/V2I use cases, line-of-sight challenges, and hybrid solutions. Section 3 presents our tree-structured optical codeword architecture for VLC-VANETs. Section 4 describes the dynamic optical codeword framework for vehicle identification. In Section 5, we present an adaptive Quality-of-Service model, defining metrics for delay, packet loss, throughput, route lifetime, and SNR. Section 6 reports our simulation results. Finally, Section 7 concludes the paper and outlines directions for future work.
2 VISIBLE LIGHT COMMUNICATION IN VEHICULAR AD HOC NETWORKS
VLC is emerging as a transformative technology for VANETs, offering high-speed, secure, and interference-free communication [2, 3, 16, 17, 18, 19]. VLC provides a practical solution to the growing demand for efficient V2V and V2I communication in modern transportation systems. This is particularly critical due to the difficulties that traditional wireless networks face in establishing reliable communication in densely populated vehicular environments.
The simultaneous transmission of data by multiple vehicles over a shared optical channel without interference is a significant advancement in VLC for VANETs with the integration of OCDMA [20]. OCDMA optimizes network capacity and reduces data collisions by employing unique optical codes for information encoding. This approach is indispensable to guarantee reliable communication in high-traffic environments [12, 13, 21].
Figure 2 illustrates how the implementation of VLC in VANETs enables a variety of communication connections between vehicles and infrastructure components [22, 23, 24, 46]. Vehicles can establish connections with each other in the rear and head, allowing continuous communication to achieve traffic management and safety objectives. V2I communication framework enables the interaction between motor vehicles and road side units, such as traffic signals, street lights, and signs. The integration of LEDs with infrastructure components enables the exchange of real-time data, such as signal changes, road conditions, and other critical safety information [25].
[image: Vehicles are at an intersection with visual labels illustrating different communication types: V2V (Vehicle to Vehicle), I2V (Infrastructure to Vehicle), HL to HL (Head-to-Head), TL to TL (Tail-to-Tail), HL to TL (Head-to-Tail), TL to HL (Tail-to-Head). A traffic signal demonstrates I2V communication. Blue lines indicate V2V communication.]FIGURE 2 | Optical V2V communication enabled by vehicle headlights (HL) and taillights (TL) [25].Numerous studies have focused on strategies to optimize the efficacy of VLC in vehicular environments. [11] have devised mechanisms for efficient channel allocation that are indispensable for real-time applications, including collision avoidance. These mechanisms significantly mitigate packet collisions and delays. [25] developed a hybrid RF/VLC framework that is particularly well suited for urban environments that contain substantial interference to improve reliability. Their research emphasizes the importance of integrating RF and VLC technologies to overcome the limitations of standalone VLC systems. Jia et al. proposed methodologies for the selection of transmission channels to improve packet delivery in dynamic traffic conditions.
To enhance VLC communication in chaotic environments and mitigate directional limitations, [26] and [27] examined the optimization of modulation schemes and hardware innovations. According to Hendaoui et al., VLC has the ability to seamlessly integrate with other communication technologies, such as 5G and Wi-Fi, thus improving the scalability and robustness of vehicular networks. [28] and [17] emphasized the potential of bidirectional VLC systems to facilitate low-latency communication for critical applications, including self-driving vehicles.
Yahia et al. [29] conducted a study on the integration of millimeter wave (MMW) and VLC technologies to improve security protocols against deceptive attacks. Their findings suggest that VLC improves the resilience of vehicular networks to cyber threats when used in conjunction with multilayer security mechanisms. Furthermore, [30] and [31] conducted experimental investigations that illustrated the practical applications of VLC in vehicular systems. These investigations underscored improvements in data reliability, power efficiency, and throughput. As critically analyzed in Table 1, existing vehicular VLC systems face trade-offs between computational complexity, environmental adaptability, and scalability.
TABLE 1 | Comparative analysis of vehicular VLC systems: Methods, advantages, limitations and key quantitative findings.	Reference	Advantages	Limitations	Key metric
	[27]	Mitigates blockage and fog effects through an angle-diversity receiver that adaptively selects the highest-SNR photodiode branch under dynamic environmental conditions	Limited to T-junction layouts and specific fog conditions	PDR (Packet Delivery Ratio) ≥ 99% across fog scenarios
	[34]	Provides comprehensive statistical modeling of pedestrian-induced occlusions by analyzing lateral displacement distributions	Assumes simplified pedestrian motion distributions	BER = 1.95.10−6 at 15.97 m lateral offset
	[35]	Employs cascaded relay nodes with ray-tracing-based path-loss models to significantly extend VLC link coverage and maintain target BER under dense fog conditions	Lacks experimental field validation	Range → 358 m (7 relays) at 5 Mbps in fog conditions
	[26]	Dynamically adapts DCO/ACO-OFDM (Frequency-Division Multiplexing) bias and clipping levels to optimize spectral efficiency and BER across varying noise and nonlinearity scenarios in vehicular environments	Increased computational complexity and clipping noise	50 Mbps at BER = 10−5, outperforming fixed QAM
	[30]	Implements custom DSP pipelines on FPGA for energy-efficient OOK modulation, ensuring real-time VLC processing under broad daylight noise	Constrained by LED bandwidth (2.3 MHz)	4 Mbps link reliable to 14 m in daylight
	[11]	Utilizes a hierarchical, QoS-driven tree-based access and resource allocation algorithm to prioritize safety-critical traffic and reduce end-to-end delay in dense vehicular networks	No real-world/environmental validation	3.5 Mbps throughput; 45 ms end-to-end latency
	[36]	Applies controlled LED current overdrive with reduced pulse width within eye-safety limits to double communication range without hardware modifications	Potential impacts on LED lifespan and efficiency	Range: 12 m → 27 m at PER = 10−4
	[33]	Formulates a convex optimization framework for joint relay selection and RF/VLC link assignment, balancing throughput, reliability, and latency in dynamic vehicular scenarios	Requires experimental demonstration	15% packet-loss reduction in RF/VLC mix
	[37]	Leverages Monte Carlo ray-tracing of pedestrian occlusions to quantify additional link loss per event, aiding in robust system design under real-world occlusion patterns	Simplified motion models may misestimate dynamics	 5 dB additional loss per pedestrian crossing
	[25]	Integrates CNN and LSTM layers for real-time path-loss estimation and jamming detection in hybrid RF–VLC links, achieving high accuracy and robustness against channel impairments	Computational overhead; real-time scalability unverified	90.4% jamming detection; MAE reduction 0.96 dB (802.11p), 4.5 dB (VLC)
	[17]	Designs a bidirectional VLC transceiver with optimized modulation and alignment control to achieve sub-3 ms round-trip times and maintain error-free links within short distances	Strict alignment requirements; limited range	Error-free RTT (Round-Trip Time) to 9 m; PER (Packet Error Rate) ≤ 0.1–15 m


In contrast to previously presented studies, such as Garai et al. [11], which primarily use simulation-driven resource reservation techniques for dense networks, our work introduces a novel tree-structured architecture that leverages hierarchical optical codewords for vehicle identification. This approach not only organizes data routing more efficiently, but also provides a systematic method for aggregating and forwarding information, thereby addressing connectivity challenges in dynamic vehicular environments.
Similarly, while approaches such as those by Ullah et al. [25] and Jia et al. [32, 33], integrate machine learning frameworks or propose hybrid RF/VLC systems to improve link reliability, these methods often entail higher computational complexity or depend on hardware modifications. In contrast, our design focuses on a dynamic Quality-of-Service model coupled with adaptive reattachment strategies. This combination allows our network to maintain stable connections without the need for extensive modifications, making it both cost-effective and scalable under varying traffic conditions.
Furthermore, works such as Farahneh et al. [26] and Tettey et al. [27] emphasize advanced modulation techniques and experimental receiver designs to mitigate interference and optimize performance. Although these methods show promise in controlled environments, they can face challenges in practical deployment due to increased processing delays and alignment issues.
Our method leverages a tree-based architecture with built-in codeword management to minimize dependence on elaborate modulation schemes. Although Hendaoui [28] and Caputo et al. [17] demonstrate that multi-technology integrations can enable bidirectional VLC, they often introduce interoperability hurdles and added system complexity. In contrast, we embed node identifiers directly within each data packet, preserving orthogonality, streamlining attachment and reattachment, and delivering reliable performance even in dense high-mobility environments.
3 OPTICAL CODEWORD ARCHITECTURE FOR VLC-VANETS
We propose a hierarchical VLC-based VANET architecture (Figure 3) designed to address the growing demands of ITS and the Internet of Vehicles (IoV) [38, 39]. The architecture utilizes a dual-layer communication framework that is based on VLC to overcome the constraints of traditional vehicular communication systems. This architecture is comprised of two complementary communication strata: a V2V ad hoc layer based on VLC and an FSO-based V2I infrastructure layer. It is intended to provide high-speed, adaptive and reliable connectivity that is specifically tailored for the next-generation of ITS.
[image: Diagram illustrating a communication network with two Free-Space Optical (FSO) access points. Blue rectangles indicate roots of the tree, and patterned rectangles represent connected vehicles. Yellow arrows show Visible Light Communication (VLC) links between transceivers, while red arrows indicate FSO communication between access points and vehicle roots. A blue arrow at the bottom suggests a flow direction.]FIGURE 3 | Network architecture.By establishing high-throughput FSO links between vehicles and roadside devices, the FSO-based V2I infrastructure layer serves as the network’s backbone. This layer is the main channel for cloud-based services and infrastructure-driven safety messages, ensuring low-latency communication and seamless Internet access through the deployment of optical gateways at intervals of 2–3 km.
The VLC-based V2V ad hoc layer facilitates direct peer-to-peer communication among vehicles through the use of visible light links. Optical transmitters, such as standard headlights and taillights, are coupled with co-located photodetectors for reception (as shown in Figure 3). This configuration ensures the reliability of communication in rapidly changing urban traffic conditions, as well as real-time safety messages, cooperative maneuvers, and dynamic platoon coordination.
The network’s vehicles are each equipped with a dual-interface system that comprises an FSO communication module and a VLC transceiver. In addition, the integration of spherical LEDs allows omnidirectional optical coverage, which improves the robustness and stability of the link in the face of changing traffic densities and environmental conditions [40]. This integrated design not only enhances system resilience but also facilitates scalability in a variety of deployment scenarios.
The proposed VLC-VANET architecture guarantees efficient data aggregation and routing through its hierarchical structure, adaptive vehicle-to-tree attachment mechanisms, and multihop communication capabilities. The system maintains high-speed, low-latency data exchange while substantially reducing radio frequency spectrum congestion through the integration of VLC and FSO technologies. This composite model is well suited for a wide range of vehicular environments, including sparsely populated highways and dense urban corridors. It provides a sustainable, efficient, and scalable solution for future Internet of Vehicles (IoV) and ITS applications.
4 DYNAMIC OPTICAL CODEWORD FRAMEWORK FOR VEHICLE IDENTIFICATION
Modern vehicular networks require robust identification mechanisms to support high-density, low-latency communication [41, 42]. Traditional RF-based addressing schemes face fundamental scalability challenges due to identifier exhaustion and interference in congested environments [43]. To overcome these limitations, we combine Optical Orthogonal Codes (OOCs) with an efficient hierarchical network organization, creating a dual solution that addresses both identification and routing needs in VLC-based VANETs.
4.1 Optical Orthogonal Codes (OOC)
Optical Orthogonal Codes are particularly well suited for optical CDMA systems because of their low cross-correlation and impulse-like autocorrelation properties. An OOC is defined by two key parameters: length L, which represents the total number of bits in each codeword, and weight W, indicating the number of ones present within the codeword. These parameters determine the structure and orthogonality properties of the code, which are essential for ensuring minimal cross-correlation and effective multiple access in optical communication systems.
OOCs are designed to minimize interference between codewords while maximizing the correlation properties to ensure reliable detection of signals. The autocorrelation function for a codeword ci is defined by Equation 1.
Rautoci,m=∑k=0L−1cik⋅cik+m,m=0,1,…,L−1.(1)
Ideally, Rauto(ci,0) is maximized, while Rauto(ci,m)≈0 for m≠0.
Similarly, the cross-correlation between two distinct codewords ci and cj (i≠j) is given by Equation 2:
Rcrossci,cj=∑k=0L−1cik⋅cjk.(2)
For an ideal OOC, the cross-correlation between any two distinct codewords should be as close to zero as possible, ensuring minimal interference between different user’s signals: Rcross(ci,cj)≈0. Combinatorial design techniques, such as Hadamard matrices or Golay codes, can be employed to construct OOC sets in which the off-diagonal elements of the correlation matrix are minimal.
4.2 Hierarchical vehicle identification scheme
Our approach achieves dual optimization by arranging codewords within a virtual tree topology: (1) efficient hierarchical routing by embedded path information in codeword concatenation, and (2) minimized packet overhead. This structure inherently supports network scalability, allowing the seamless addition of vehicles without identifier exhaustion.
Our system assigns a unique optical codeword to each vehicle using a virtual tree structure. To achieve this, the available set of OOCs is divided into two orthogonal subsets. The first subset consists of parent codes (Pi), which are assigned to vehicles designated as parent nodes within the network hierarchy. The second subset comprises child codes,(Cj), which are assigned to vehicles that join an existing communication tree. This partitioning ensures structured and interference-free identification and communication among network participants.
When a new vehicle joins the network during the attachment phase, it is assigned a codeword by concatenating the codeword of its selected parent node with its own child code. That is, if a parent vehicle has a code Pi and the new vehicle is assigned Cj, its unique identifier becomes (Equation 3):
Cij=Pi‖Cj,(3)
where ‖ denotes the concatenation operation. This combined codeword is then embedded in the headers of the packets to indicate the path to the root node, thereby reducing packet overhead and simplifying the identification process.
4.3 Orthogonality preservation in dynamic networks
The hierarchical parent-child structure plays a fundamental role in maintaining codeword orthogonality during network transactions. When a child vehicle joins the network, it inherits its parent’s codeword prefix (Pi) and appends its unique child code (Cj) to form a composite identifier (Cij=[Pi‖Cj]). This inheritance mechanism ensures that, during dynamic network operations such as attachment or reattachment, the system verifies orthogonality constraints in real time. This hierarchical approach enables scalable identification while preserving the optical separation required for simultaneous VLC transmissions, even as vehicles continuously reorganize into new tree configurations.
Let Cij=[Pi‖Cj] and Ckl=[Pk‖Cl] denote the combined codewords of two different vehicles. Their cross-correlation is given by Equation 4:
RCij,Ckl=RPi,Pk⋅RCj,Cl.(4)
To ensure minimal interference, the following conditions must be verified:
	• Parent Code Orthogonality (Equation 5):RPi,Pk=0∀i≠k.(5)

	• Child Code Orthogonality (Equation 6):

RCj,Cl=0∀j≠l.(6)
Thus, it follows that (Equation 7):
RCij,Ckl=0,if i≠k or j≠l.(7)
which ensures that the concatenated codes remain orthogonal even as the network scales.
5 ADAPTIVE QUALITY OF SERVICE FRAMEWORK FOR VLC VANETS
In this section, we present a Quality of Service model specifically designed for VLC based vehicular ad hoc networks. The proposed model enhances communication effectiveness in dynamic vehicle situations by utilizing VLC’s rapid data transmission characteristics, low latency, and intrinsic resistance to RF interference. To improve node identification and organize the network into a tree-like routing framework, the system employs a hierarchical structure together with orthogonal optical codeword. Every vehicle evaluates the critical quality of service metrics, such as path delay, packet loss, throughput, route lifespan, and signal-to-noise ratio, using local performance measurements shared with adjacent vehicles. This system allows each vehicle to dynamically select the best communication tree, resulting in reliable and high quality data transmission channels.
5.1 Tree-based communication quality assessment
Vehicles select a communication tree based on QoS messages, establishing line-of-sight connections for high-speed data transfer. The tree structure, defined by
α=⟨vi,…,vn⟩,
ensures a reliable routing, and each vehicle contributes to the evaluation of QoS.
Let Qi represent the quality vector for vehicle vi, is expressed by Equation 8.
Qi=⟨Dvi,Lvi,Tvi,Rvi,Svi⟩,(8)
In this model, each component represents a key QoS metric: the path delay Dvi denotes the delay between vehicle vi and the base station, calculated as the sum of the delays along the path from vi to the root vehicle vn and determined by the relative distance between vehicles and the communication range; the packet loss Lvi quantifies the loss between vehicle vi and its subsequent vehicle in the tree, factoring in adverse environmental conditions and signal degradation over the communication range; the throughput Tvi indicates the bandwidth available to vehicle vi along the communication path, influenced by the communication range, network vehicle density, and link quality; the route lifetime Rvi specifies the duration for which the route between vehicle vi and the base station remains viable, depending on factors such as transmission power and vehicle speed; and finally, the signal-to-noise ratio Svi reflects the quality of the optical link between vehicles, with higher values ensuring more reliable communication.
5.2 QoS parameter optimization
We detail the calculation of the QoS parameters that are crucial to evaluate the performance of our VLC-based VANET architecture.
Path Delay Dvi, as defined in Equation 9, is affected by several factors in a VLC-based VANET. The relative distance between cars is crucial; as the gap widens, the total delay increases. Ensuring an uninterrupted line of sight is essential, as interruptions caused by dynamic barriers or alterations in vehicle location may result in additional delays. Moreover, although the system’s maximum communication range might mitigate delays, vehicles situated beyond this range may encounter a loss of connectivity, resulting in infinite or unbounded delays. The intrinsic motion and velocity of cars result in variations in inter-vehicle distances, while environmental factors such as fog, rain, or urban infrastructure can affect signal latency [46] as explained by Equation 9.
Dvi=∑j∈i,n−1dvj,vj+1+dvn,BaseStation.(9)
where d(vj,vj+1) represents the communication delay between two consecutive vehicles.
Packet Loss Lvi, as defined in Equation 10, is mainly influenced by atmospheric conditions and vehicle dynamics in a VLC-based VANET. Adverse weather conditions, such as rain or fog, can significantly hinder VLC performance by reducing light signals, therefore increasing packet loss [44]. Likewise, the relative velocity and position of the vehicles could alter the alignment of the communication link, increasing the likelihood of packet loss. Signal congestion is a critical problem, particularly in heavily populated areas, where the communication channel can become overcrowded, leading to buffer overflows and subsequent packet loss. Moreover, the system’s communication range is a physical limitation; as the distance between vehicles exceeds this range, the probability of packet loss escalates markedly. In adverse weather conditions, signal attenuation increases, often resulting in exponential increases in packet loss as illustrated by Equation 10.
Lvi=maxlvi,vi+1,…,lvn−1,vn,lvn,BaseStation.(10)
where packet loss is influenced by environmental conditions, relative velocities and positioning.
Throughput Tvi in VLC-based VANETs is affected by multiple factors, as detailed in Equation 11. Interference constitutes a considerable challenge, especially when multiple vehicles compete for limited bandwidth, resulting in diminished transmission quality. The communication range between vehicles is a significant variable; an expansion of this range results in retransmissions due to a reduction in signal quality, which ultimately reduces throughput. Furthermore, the potential throughput of a vehicle may be reduced due to its own data production rate and the concurrent bandwidth usage by adjacent vehicles. Bandwidth limitations, resulting from transceiver hardware constraints or spectrum availability, can further constrain potential throughput. The existence of significant distances and differing relative speeds among vehicles results in signal weakening and delays in propagation, consequently reducing throughput. In situations characterized by high-density traffic, the total demand for bandwidth increases, resulting in a reduced allocation for each vehicle and, as a result, a decrease in throughput as explained by Equation 11.
Tvi=Tvn,BaseStation−∑v∈τcv+ρv.(11)
where T(vn,BaseStation) is the maximum throughput offered by the FSO link and cv and ρv are the traffic rate and the bandwidth consumption of the vehicle v, respectively.
Route Lifetime Rvi, is notably affected by the relative velocity of vehicles within a VLC-based VANET, as outlined in Equation 12. Elevated relative speeds lead to regular variations in inter-vehicle distances, resulting in diminished link stability and a decreased lifespan of the communication route. The communication range represents a significant variable; When the distance between vehicles exceeds this range, the route becomes unviable, resulting in sudden connection failures. In addition, vehicle transmission power plays a crucial role in determining the durability of the route: elevated power levels can enhance connectivity, but may also lead to interference and increased energy consumption. The maximum link range effectively determines the duration of the route: exceeding this range leads to an inability to sustain the connection, culminating in a route lifetime of zero. In addition, changing environmental conditions, including urban barriers or unfavorable weather, can negatively impact link quality and shorten the effective duration of the routes as illustrated by Equation 12.
Rvi=minrvi,vi+1,…,rvn−1,vn,rvn,BaseStation.(12)
where r(vj,vj+1) is the lifetime of the link between two successive vehicles, influenced by relative velocity and transmission power.
Signal-to-Noise Ratio Svi, defined in Equation 13, functions as an essential parameter to assess the dependability and efficacy of data transmission in VANETs based on VLC. An enhanced SNR indicates communication effectiveness by demonstrating the strength of the signal in relation to interference. The increased signal power increases the SNR, thus improving system reliability and connection stability. The increase in the noise floor might reduce the signal-to-noise ratio due to ambient light, neighboring automobiles, and other interference sources. As cars increase their distance from one another, signal intensity diminishes, resulting in reduced received power and SNR. Insufficient transmission power may result in the instability of communication links, worsening the problem. Dynamic elements, such as vehicle motion, broadcast interference, and inclement weather, can reduce the signal-to-noise ratio, resulting in increased transmission errors and jeopardizing data integrity as presented by Equation 13.
Svi=minSvi,vi+1,…,Svn−1,vn,Svn,BaseStation.(13)
where S(vj,vj+1) is the SNR between two vehicles and S(vn,BaseStation) is the SNR from the root vehicle to the base station.
The overall QoS score for a vehicle vi is a weighted sum of the normalized values of the QoS parameters along the communication path (Equation 14):
Qscore,vi=wD⋅fDDvi+wL⋅fLLvi+wT⋅fTTvi+wR⋅fRRvi+wS⋅fSSvi.(14)
where the scoring functions fD,fL,fT,fC,fR,fS normalize the values of each QoS metric and the weights wD,wL,wT,wC,wR,wS sum to 1.
The ideal route is determined by the highest QoS score, guaranteeing that the vehicle selects the most reliable and efficient way to transfer data on the VLC-based VANET.
6 DYNAMIC VEHICLE ATTACHMENT PROTOCOL
The system implements a proactive route announcement protocol where roadside units (RSUs) periodically broadcast tree topology information via FSO links. The mechanisms of attachment and reattachment, which can be initiated by a vehicle node to connect or reconnect to a collection tree, are also specified.
6.1 Routes announcements
In the proposed approach, each Access Point (AP), or Roadside Unit (RSU), is tasked with generating and disseminating an advertisement message over FSO communication networks. The disseminated communication, known as the Route Advertisement (RAD) message, is essential for the administration of the vehicular network, as it conveys information on the Quality of Service levels that the Access Point (AP) can provide. The RAD message encompasses critical information including delay, throughput, packet loss, and the signal-to-noise ratio (SNR) that the access point supports for nearby vehicles. The Quality of Service vector QV corresponding to each vehicle V described by Equation 15.
QV=DV,TV,LV,SV(15)
Where, DV is the delay experienced by vehicle V, TV represents the throughput available to vehicle V, LV denotes the loss rate (average packet loss) experienced by vehicle V, and SV stands for the Signal-to-Noise Ratio (SNR) on the route connecting vehicle V to the AP.
The RAD message not only promotes the QoS capabilities of the AP but also provides updates on the remaining available throughput in the communication tree, originating from the root vehicle directly linked to the AP. The residual throughput Tr for each vehicle within the tree is determined by the previous throughput and the resources used by each node as explained by Equation 16.
Tr=Tparent−∑i=1nTchildi(16)
Where Tparent is the throughput available at the parent vehicle, Tchildi is the throughput used by each child vehicle i, and n is the number of child vehicles.
Upon receiving the RAD message, each connected car performs numerous tasks. Initially, it updates internal data by recalibrating the QoS vector, which includes measures like latency, throughput, loss rate, and signal-to-noise ratio. The delay DV for each vehicle is calculated by considering both the propagation delay and the queueing delay as explained by Equation 17.
DV=Dpropagation+Dqueuing(17)
Where Dpropagation is the propagation delay based on the distance between vehicles and Dqueuing is the delay due to the queue and the switching time at the vehicle communication node.
The vehicle must adjust its optical codeword to distinguish itself and avoid interference with neighboring nodes. The vehicle must modify its mobility to match its current position, velocity, and orientation. The vehicle’s positioning update can presented by Equations 18, 19.
xt+1=xt+vxΔt(18)
yt+1=yt+vyΔt(19)
Where x(t) and y(t) are the current coordinates of the vehicle at time t, vx and vy are the vehicle velocities in the x and y directions, respectively, and Δt is the time step.
This information is critical to ensure accurate routing and allow the vehicle to respond dynamically to changes in network topology. Furthermore, each vehicle must maintain a current inventory of codewords used and ensure that the communication hierarchy contains an accurate list of connected subordinate automobiles. These lists ensure that the vehicle understands the network architecture and can correctly route messages via the hierarchy. After that, the vehicle broadcast the RAD message to its neighbors. Therefore, the RAD message serves two purposes: It sends the updated QoS parameters to all linked cars and acts as a keep-alive mechanism, keeping the connection active inside the network. The computed routing measure RV is defined by Equation 20.
RV=α⋅DV+β⋅1TV+γ⋅LV−δ⋅SV.(20)
Where RV is the overall route metric for vehicle V, α, β, γ, and δ are weighting factors that balance the importance of each QoS parameter, and DV, TV, LV and SV are the delay, throughput, loss rate, and SNR parameters, respectively.
The consistent exchange of RAD messages ensures that the network stays up-to-date with the latest QoS information, which is essential for efficient data routing and resource allocation. To optimize message forwarding, each connected vehicle includes its parent vehicle’s set of codewords in the messages it generates. This method reduces unnecessary retransmissions by employing a set of codewords as a reference for previously transmitted messages, significantly improving the system’s overall efficiency. To maintain network consistency and ensure accurate routing patterns, both vehicles and APs must maintain an updated database of their subordinate vehicles. The parent vehicle and the AP will promptly reassign the resources allocated to the vehicle if the vehicle fails to send a RAD message within the specified timeframe. This ensures efficient resource utilization and network stability.
6.2 Vehicle attachment procedure
Before initiating a new connection or requesting a new service, a vehicle must first determine its QoS requirements. The requirements typically outline the maximum allowed latency, packet loss, and required throughput. These parameters establish the fundamental benchmarks for communication quality within the vehicle, ensuring consistent and reliable service levels.
After determining its QoS requirements, the vehicle will begin searching for a nearby vehicle that possesses an active VLC receiver and satisfies these criteria. This analysis entails the comparison of the specified QoS vector with the characteristics of each message, as well as the evaluation of Route Advertisement (RAD) messages disseminated by adjacent vehicles. The QoS vector of the RAD message includes four critical parameters: throughput TV, loss rate LV, delay DV, and signal-to-noise ratio SV. The vehicle assesses these parameters to verify their compliance with the permissible range. A vehicle must meet the following criteria to establish a connection with an adjacent node as explained by Equation 21.
DV≤Dmax,TV≥Tmin,LV≤Lmax,SV≥Smin(21)
Where Dmax is the maximum allowable delay, Tmin is the minimum required throughput, Lmax is the maximum acceptable packet loss rate, and Smin is the minimum required SNR.
When the vehicle identifies a neighboring car that meets its QoS requirements, it chooses that vehicle as its connection point to the RSU. After picking a suitable neighbor, the vehicle proceeds to extract a free optical codeword from the received RAD message. This codeword will be used to uniquely identify a connecting path in the communication network.
The vehicle generates a JOIN request message containing the following key information: the requested Quality-of-Service parameters, which specify the required communication quality in terms of delay, throughput, loss rate, and SNR; the vehicle’s position and direction of movement, which are essential for routing decisions in dynamic environments; the codeword of the selected neighbor vehicle, indicating the intended attachment point; and the selected codeword that will be used for future communications with the requesting vehicle.
Upon receiving a JOIN request, the linked vehicle assigns the selected codeword to the requesting vehicle. The vehicle’s internal list of current codewords is updated to ensure that each node in the communication tree is plainly identifiable and free of conflicts or interference. In the subsequent RAD message, the linked vehicle modifies the available QoS parameters to reflect the resources of the new connection.
Upon completion of the codeword designation, the connected vehicle transmits an updated RAD message to the requesting vehicle, confirming its JOIN request. The revised RAD message includes the newly assigned resources, the updated QoS parameters, and any other changes that occur as a result of the new vehicle’s integration into the network. After receiving the updated RAD message, the vehicle performs the requested service using the resources available through the link.
In the event that no vehicle in the vicinity can satisfy the vehicle’s QoS criteria, it has two alternatives. At the outset, it may assume that a viable connection will become available when network conditions change by waiting for additional offers from adjacent vehicles … In order to identify an appropriate connection, the vehicle may opt to rephrase its QoS requirements. This may require a mitigation of certain restrictions, such as latency, throughput, or packet loss.
The procedure ensures that the network’s cars are adaptive and capable of establishing ideal connections for their communication needs, preserving the system’s overall scalability and efficiency. Vehicles can maintain consistent communication connectivity in high-mobility areas by continuously adapting to changing network circumstances.
In order to establish its quality criteria during the connection procedure, a vehicle must generate the vector QV*=⟨D*,L*,T*⟩. This vector includes the maximum acceptable latency, the maximum allowable packet loss, and the requested throughput. Subsequently, it listens to the ADM messages (Table 2) transmitted by its neighbors and RSUs for a period of time (Δt). The vehicle determines its attachment point to a tree by accumulating the values [R,T,D,L] from each received ADM message. Then it filters these offers by selecting only those with an SNR exceeding a predefined threshold. Any offer is eliminated if it cannot provide the requested throughput (T>T*), does not meet the maximum allowed delay requirement (D<D*), or exhibits a packet loss rate higher than the acceptable threshold (L<L*). Among the remaining options, the vehicle retains the offer with the highest value of R, representing the strongest received signal.
TABLE 2 | ADM message content.	ADM parameter	Description
	Codeword-Sender	The codeword of the vehicle node that broadcasts the ADM message
	Codeword-RSU	The codeword of the RSU serving connection to the vehicles in the tree
	Codeword-Root	The codeword of the root vehicle connecting the tree to the RSU.
	Serial Number	A number to differentiate an old and a new copy of the message
	Mobility Parameters	The position and the average speed of the vehicle forwarding the message
	QoS Vector	The quality vector computed by the collection node (if the sender is a base station), or the vehicle forwarding the message (if the sender is a vehicle)
	Route	The path (a succession of codewords) from the vehicle forwarding the message to the root vehicle
	New Connection Flag	If this flag is initialized to 1, it indicates that the current ADM message acknowledges a previous connection request
	Acknowledged Connection	The codeword of the vehicle whose connection requests are being acknowledged
	Re-attachment Flag	If this flag is initialized to 1, it indicates that the vehicle sending the current message has initiated a re-attachment procedure
	CQI	The Channel Quality Indicator of the link established between the root vehicle and the RSU.


From the selected offer, the vehicle extracts the identity of the attachment point and the route to the RSU. Then it generates an attachment request (AR) with the following information: a) the QoS parameters requested (QV*); b) its position; c) the codeword of the vehicle whose offer was selected; the identity of the collection node toward which the message will be forwarded; and d) its codeword. To differentiate between re-attachment requests and attachment requests, the re-attachment flag is used. The generated AR message is routed from the source to the collection node using the reverse path found in the ADM message. Once received, the RSU extracts the codeword of the newly attached vehicle and its requested quality parameters and adds it to the database. The RSU then generates an updated quality vector and forwards an updated ADM to the root vehicle. If no offer satisfies the vehicle’s quality requirements (QV*), it can wait to receive new offers or reformulate its quality needs.
6.3 ADM message update mechanisms
To ensure network efficiency and dependability, each vehicle is responsible for constantly monitoring and updating key link parameters. These data include average packet loss and SNRfor the link that connects the vehicle to its parent node in the network tree. The dynamic nature of the vehicle surrounds needs frequent updates to account for changes in mobility, connectivity, and environmental variables.
When a vehicle receives a new Advertisement Message (ADM) via its optical link, it undertakes a systematic process to update its internal state and propagate relevant changes to its offspring nodes. First, for link lifetime estimation, the vehicle extracts the speed and geographic coordinates of the ADM sender and, using its own current speed and position, calculates the relative motion to determine the projected lifetime of the optical link. This lifetime is then integrated into the overall duration of the route, reflecting the current dynamics of the network. Next, in the phase of the route delay calculation, the vehicle compares the timestamp of the ADM message with the reception time to calculate the communication delay, subsequently updating the route delay metric for a more accurate latency assessment. Finally, the vehicle evaluates packet loss and SNR using recent transmission data. These measurements are averaged with historical records to maintain a current and reliable performance estimate, ensuring informed and adaptive decision-making throughout the network.
After computing the updated metrics, the vehicle generates an updated ADM message containing the refined route information. This message is then transmitted locally to all child nodes connected to the vehicle. By propagating these updates, the network can dynamically adapt to changing conditions, ensuring that vehicles can make informed decisions about routing and attachment points.
This update process is designed to improve the resilience and efficiency of the vehicular network by providing accurate and timely data to all nodes. It enables the network to respond proactively to changes in connectivity and performance, thereby maintaining robust communication even in high-mobility environments.
6.4 Seamless Re-Attachment strategies
The re-attachment technique facilitates a vehicle’s transition to a different connection point inside the network, guaranteeing uninterrupted communication and compliance with QoS standards. When there is no other attachment point, the vehicle can designate itself as a root node, creating a new collection tree.
6.4.1 Triggers for Re-Attachment
If specific circumstances arise that compromise the quality or stability of its connection, a vehicle will initiate the re-attachment operation. Link quality degradation serves as the primary catalyst. This encompasses situations in which the QoS is compromised as a result of the following: the Received Signal Strength (RSS) to the parent node is below a predetermined threshold, the path lifetime is insufficient to maintain a stable connection, or the route delay and packet loss rate exceed acceptable parameters. A second critical trigger is the dormancy of the parent node, which occurs when the vehicle does not receive messages from its parent node within a predetermined interval TO. Nevertheless, in order to mitigate the frequency of extraneous re-attachment events, vehicles are designed to be connected to their current connection point for the duration of time that their QoS requirements are met. This method helps mitigate network instability and reduce communication overhead.
6.4.2 Steps in the Re-Attachment process
When re-attachment becomes necessary, the vehicle executes a structured sequence of steps to maintain communication continuity. First, upon receiving a new ADM message, it evaluates the quality of the proposed path; if the path’s lifetime falls below a predefined threshold T1, or if the QoS metrics are unsatisfactory, the re-attachment process is triggered. The vehicle then scans its neighbors for an alternative attachment point that meets its QoS requirements. If no suitable neighbor is available, the vehicle assumes the role of a root node and initiates a new collection tree. Once a new attachment point is identified, the vehicle informs its child nodes of the change by broadcasting an ADM message with a re-attachment flag set to 1. Subsequently, it sends an Attachment Request (AR) to the new parent node, which includes both the re-attachment flag and the codeword of its previous collection node. This AR is then forwarded by the new parent to the corresponding collection node to update the routing database. In the event of a transition between trees, the new RSU informs the previous base station to update the resource allocations accordingly in the ADM messages. Finally, the system monitors connectivity through periodic Keep-Alive (KA) messages; a vehicle is considered disconnected if it does not receive these messages from its parent node within a given time frame.
The hierarchical reattachment strategy is critical to avoiding disturbances, making seamless transitions between attachment places, and maintaining network stability. This method ensures the integrity of network connection by systematically assessing critical QoS metrics prior to each re-attachment step. Ongoing evaluations of characteristics such as received signal strength (RSS), path durability, route latency, and packet loss rate indicate that reconnection is required. The technique improves resource allocation and minimizes communication overhead by reducing unnecessary attachment adjustments, reducing the risk of network instability. The reattachment strategy seeks to handle fluctuations in the network environment, allowing vehicles to quickly adapt to dynamic conditions such as changes in traffic congestion and environmental factors that affect signal quality. This method promotes a strong and adaptable network design, which improves the overall stability and efficiency of the system.
7 SIMULATION RESULTS
7.1 Simulation parameters
To assess the performances of the proposed VLC-based Vanet network, we simulate a VLC-based vehicular network on a highway, where vehicles communicate using visible light under realistic traffic and environmental conditions. The simulation runs for 100 s with a fine time step of 0.1 s, ensuring that both transient and steady-state dynamics are captured. Communication events are grouped into time slots of 2 s to balance the responsiveness of the network with the overhead of frequent slot changes. Multimedia service requests occur with a probability of 0.1 per time slot, each requiring 5 Mbps of bandwidth, thereby reflecting the sporadic, high-data-rate demands typical of modern vehicular applications. The VLC system is modeled with a 80% line of sight probability, which is critical for optical communication and accounts for the degradation of the 10% signal due to reflections and scattering. Ambient light conditions are simulated over a range of 100–500 Lux, representing realistic variations from natural daylight to artificial illumination.
Vehicle dynamics are modeled using the Intelligent Driver Model (IDM), which is widely regarded for its ability to reproduce realistic car-following behavior. In our simulation, vehicles are evenly distributed over a 1,000 m stretch and initially travel at a desired speed of 30 m/s (approximately 108 km/h). The IDM parameters are chosen to ensure realistic behavior: vehicles have a maximum acceleration of 1.5 m/s2, a sensitivity factor (δ) of 4, maintain a safe time headway of 1.5 s, and ensure a minimum gap of 2 m. A total of 50 vehicles are simulated at various arrival rates (0.1, 0.2 and 0.3 veh/s) and over a range of optical codeword lengths from 4 to 10 bits. This variability allows us to explore how changes in traffic density and encoding complexity affect network performance.
Table 3 summarizes the key simulation parameters along with their justifications. The simulation time and time step are selected to capture the dynamic nature of vehicular traffic, while the duration of the time slot is optimized to balance network responsiveness and overhead. The multimedia service parameters are designed to mimic real-world high-bandwidth demands, and the VLC parameters (LOS probability, reflection impact, and ambient light range) capture the environmental challenges inherent to optical communication. Similarly, IDM parameters are chosen based on realistic driving behavior reported in the literature, ensuring that vehicle interactions accurately reflect safe and smooth traffic flow.
TABLE 3 | Simulation parameters.	Parameter	Value	Description
	Simulation Time	100 s	Captures transient and steady-state behavior
	Time Step	0.1 s	Fine resolution to model rapid changes in dynamics
	Time Slot Duration	2 s	Balances responsiveness and overhead
	Multimedia Service Probability	0.1	Reflects sporadic high-bandwidth demands
	Multimedia Bandwidth	5 Mbps	Typical rate required for multimedia streaming
	LOS Probability	0.8	Ensures a direct optical link on highways
	Reflection Impact	0.1	Models a 10% degradation due to reflections/scattering
	Ambient Light Range	100–500 Lux	Represents realistic ambient lighting conditions
	Number of Vehicles	50	Simulates a moderately dense traffic scenario
	Arrival Rates	[0.1, 0.2, 0.3] veh/s	Models traffic densities from light to heavy
	Codeword Length Range	4–10 bits	Evaluates trade-offs between error resilience and processing overhead
	IDM Maximum Acceleration	1.4 m/s2	Limits acceleration to realistic, driver-friendly values
	IDM Desired Speed	30 m/s	Reflects typical highway speeds
	IDM Sensitivity Factor (δ)	4	Controls speed adjustment aggressiveness
	Safe Time Headway	1.5 s	Ensures sufficient gap to prevent collisions
	Minimum Vehicle Distance	2 m	Represents the minimal safe gap between vehicles
	Gipps Desired Speed Scaling Factor	0.95	Multiplicative factor applied to v0 for the Gipps model
	Gipps Safety Coefficient	2.5	Coefficient used in computing the safe velocity
	Krauss Desired Speed Scaling Factor	0.95	Multiplicative factor applied to v0 for the Krauss model
	Krauss Stochastic Perturbation (η)	±0.1 m/s	Represents random fluctuations in speed to model driver variability in the Krauss model


7.2 Mobility model performance
The effectiveness of vehicular connectivity and data exchange in tree-structured VLC networks is influenced by signal propagation dynamics, network topology, and vehicle mobility models. This study evaluates the performance of the Intelligent Driver Model (IDM), Gipps Model, and Krauss Model within the framework of optical codeword-based VLC communication, focusing on key metrics: Average Signal-to-Noise Ratio (SNR), Average Tree Depth, and Average Delay. The analysis highlights how each mobility model affects network stability, routing efficiency, and overall communication reliability, offering insights into their suitability for optimizing vehicular connectivity in structured VLC environments.
7.2.1 Intelligent Driver Model (IDM)
The IDM governs vehicle acceleration based on a dynamic response to traffic conditions, ensuring smooth and anticipatory braking as presented by Equation 22.
ai=amax1−viv0δ−s*si2(22)
In this model, vi is the current velocity of vehicle i, v0 represents the desired velocity, and amax is the maximum acceleration achievable by the vehicle. The actual gap si is compared to the desired minimum gap s*, which is dynamically calculated based on Equation 23.
s*=s0+viT+viΔvi2amaxb(23)
Here, s0 is the minimum gap when the vehicle is at rest, T is the safe time headway, Δvi is the velocity difference with respect to the preceding vehicle, and b is the comfortable deceleration. By incorporating these parameters, the IDM not only enforces smooth acceleration and deceleration, but also effectively models realistic driver behavior. This leads to improved traffic flow stability, as vehicles adjust their speeds in anticipation of changes in traffic ahead, thus reducing abrupt braking events and mitigating shock wave formations. In the context of vehicular networks, such smooth driving dynamics can reduce congestion, improve vehicular connectivity, and enhance the stability of the VLC Vanet network.
7.2.2 Gipps Model
The Gipps model is designed to emulate conservative driving behavior through a safe-braking mechanism as explained by Equation 24.
vit+1=minvsafe,vmax,vi+amaxdt(24)
where the safe velocity is as defined by Equation 25.
vsafe=vi+2.5amaxT1−vivmax(25)
In this framework, vi is the current speed, vmax is the speed limit or maximum speed, amax is the maximum acceleration, and T represents the driver’s reaction time or safe time headway. The term 2.5amaxT provides a buffer that ensures that even if the leading vehicle suddenly decelerates, the following vehicle can reduce its speed sufficiently to avoid a collision. Although this conservative approach enhances safety by accounting for human reaction delays and uncertainties in braking, it tends to produce lower average speeds and increased inter-vehicle gaps.
7.2.3 Krauss Model
The Krauss model introduces a stochastic component to the acceleration behavior, reflecting real-world variability in driver response as given by Equation 26.
vit+1=minvsafe,vmax+η(26)
Here, η is a random perturbation that captures the inherent variability and uncertainty in driver actions. Like other models, vsafe ensures that the vehicles maintain a safe gap from the one ahead. However, the addition of η introduces slight speed fluctuations, which simulates the unpredictable nature of human driving and environmental influences.
7.3 Numerical results
The simulation evaluates key performance metrics: SNR, delay, tree depth, blocking rate, throughput, and packet loss rate as functions of both optical codeword length and vehicle arrival rate. The codeword plays a fundamental role in node identification and traffic switching. The following discussion provides a detailed justification of the obtained results, including numerical values and a comparison of different arrival rates.
7.3.1 SNR vs codeword length
The SNR at the receiver is a key measure of the quality of the optical signal received in a VLC system. It is defined by Equation 27:
SNRdB=10⁡log10Pr2σn2.(27)
where σn2 is the total noise that affects the VLC channel and Pr is the optical received power. Basically, it comprises two elements: shot noise and thermal noise. Shot noise originates from the random arrival of photons. Thermal noise emanates from the electronic components of the receiver. The total noise is expressed by Equation 28.
σn2=σshot2+σthermal2.(28)
The SNR decreases with increasing arrival rate and codeword length, as shown in Figure 4. At a low arrival rate (λ=0.1), the SNR remains high, around 29 dB for short codewords of length 4. However, when the arrival rate increases to λ=0.3, the SNR drops to approximately 27 dB for the same codeword length. Vehicles are more likely to encounter RAD messages with accessible codewords that meet the required QoS characteristics as the length of the codeword increases, thus increasing the probability of a successful connection. However, as the tree depth increases, the SNR along the multi-hop path decreases due to accumulated attenuation from intermediary nodes and increased communication distances. Thus, the tree depth is significantly influenced by the number of codewords per tree, 2n, which is directly correlated with the total attenuation of the route, where n represents the codeword length. Consequently, the average SNR decreases as both the codeword length and vehicle density increase, highlighting a trade-off between signal quality and connectivity.
[image: Line graph titled "SNR vs. Codeword Length" showing the average signal-to-noise ratio (SNR) in decibels decreasing as codeword length in bits increases from 4 to 10. Three lines represent different λ values: λ equals 0.10 (blue), λ equals 0.20 (red), and λ equals 0.30 (yellow).]FIGURE 4 | SNR vs Codeword Length.In addition, the SNR decreases further with an increasing number of vehicles (that is, a higher vehicle arrival rate, λ), leading to greater interference and path loss under congested network conditions. Factors such as non-line-of-sight (NLOS) propagation and severe weather conditions exacerbate this trend, further reducing the SNR along with other environmental influences.
7.3.2 Delay vs codeword length
The correlation between codeword length and delay, as shown in Figure 5, reveals that latency increases with longer codeword lengths. Specifically, the average delay for an 8-bit codeword is approximately 55 ms, rising to around 60 ms for a 10-bit codeword at a vehicle arrival rate (λ) of 0.1. This behavior is primarily due to the additional processing and transmission time required for extended codewords. To address this issue, a dynamic codeword allocation strategy could be employed, where shorter codewords are assigned in congested scenarios to reduce queueing time and facilitate faster packet switching. In addition, the average delay increases considerably as the vehicle arrival rate λ increases. This illustrates that a dense network is the consequence of a higher arrival rate, which leads to longer routes and deeper communication trees. This underscores the necessity of balancing network size, codeword length, and QoS performance.
[image: Line graph titled "Delay vs. Codeword Length" shows the average delay in milliseconds against codeword length in bits. Three colored lines represent different lambda values: blue (lambda = 0.10), orange (lambda = 0.20), and yellow (lambda = 0.30). All lines trend upward, with higher lambda values showing steeper increases as codeword length increases from 4 to 10 bits.]FIGURE 5 | Delay vs Codeword Length.7.3.3 Average tree depth vs codeword length
The average tree depth, defined as the number of hops required for data delivery, is influenced by both the vehicle arrival rate and the codeword length, as shown in Figure 6. Longer codewords provide more unique identifiers, allowing additional nodes to join the network under a single tree. This leads to increased tree depth as additional nodes attach at lower levels, at the same time, the enhanced differentiation provided by longer codewords contributes to more structured and efficient routing.
[image: Line graph titled "Tree Depth vs. Codeword Length" showing average tree depth in hops against codeword length in bits. Three lines represent λ values: blue for 0.10, orange for 0.20, and yellow for 0.30. The graph indicates an increase in tree depth with longer codeword lengths for all λ values, with yellow showing the steepest increase and blue the least.]FIGURE 6 | Average Tree Depth vs Codeword Length.As shown in Figure 6, with a 6-bit codeword, the average tree depth is approximately three hops at a low arrival rate (λ=0.1). However, as the arrival rate increases to λ=0.3, the tree depth can rise to as much as 12 hops. Similarly, the average tree length, measured in steps, also increases with both the length of the codeword and the density of the network. In denser networks, the average tree depth increases with increasing codeword length. For example, for (λ=0.3) the tree length may extend to 16 hops for an 8-bit codeword.
While longer codewords enhance network connectivity by providing more attachment possibilities, they also introduce additional processing overhead that may lead to higher end-to-end latency, especially under heavy traffic conditions. To mitigate these effects, a dynamic codeword adaptation strategy could be implemented, in which shorter codewords are assigned in high-traffic scenarios to limit tree depth and reduce transmission delays.
7.3.4 Blocking rate vs codeword length
The blockage rate, as shown in Figure 7, is influenced by both the length of the codeword and the vehicle arrival rate. At a low arrival rate (λ=0.1), the blocking rate remains approximately 20% for shorter codewords (up to 6 bits), indicating that the network resources are sufficient to accommodate new connections. However, as the arrival rate increases to λ=0.3, the blocking rate increases significantly, exceeding 35% for longer codewords. As more nodes attempt to connect to the network, available attachment points become limited, leading to a higher probability of connection denials. In addition, longer codewords improve node differentiation, but they also require a longer processing time per node identification. This increased computational overhead results in switching delays, which, under heavy traffic, further amplifies network congestion and increases the likelihood of blocking. Additionally, as the traffic density increases, the network faces a higher probability of code exhaustion, where the available set of unique identifiers becomes insufficient to accommodate new connections. This limitation restricts network scalability, forcing a higher number of connection failures, particularly when traffic load is high.
[image: Line graph titled "Blocking Rate vs. Codeword Length" depicting the blocking rate in percentage against codeword length in bits. Three lines represent different lambda values: blue for lambda equals 0.10, red for lambda equals 0.20, and yellow for lambda equals 0.30. All lines show a positive trend, with the yellow line consistently higher, followed by red and blue. Codeword length ranges from 4 to 10 bits.]FIGURE 7 | Blocking Rate vs Codeword Length.These findings highlight the importance of adaptive codeword management to balance network performance. Specifically, employing shorter codewords in high-traffic scenarios could reduce processing delays and alleviate resource contention, thereby mitigating excessive blockage. Additionally, in our proposed approach, node attachment to a tree is governed by a QoS vector, ensuring that new connections are established based on real-time performance metrics. This adaptive mechanism optimally balances the load distribution, mitigates congestion, and improves overall network efficiency by dynamically selecting the most suitable attachment points in response to fluctuating traffic conditions.
7.3.5 Throughput vs codeword length
The throughput of the VLC-based VANET system is influenced by the length of the hierarchical optical codewords used for node identification and data routing. As the codeword length Lcode increases, more bits are required in the packet headers, reducing the space available for payload transmission. The effective throughput T is given by:
T=R⋅1−LcLtotal,
where R is the raw data rate, Lc=d⋅Lcode is the header length with d being the tree depth, and Ltotal is the total packet length.
Figure 8 illustrates the throughput in relation to the length of the codeword for three distinct vehicle arrival rates λ: 0.1, 0.2 and 0.3. As the length of the codeword increases, the throughput gains decrease, especially under higher traffic loads. For λ=0.1, throughput reaches approximately 82 Mbps with a codeword length of around 12, indicating an optimal balance between efficient node differentiation and minimal processing overhead. However, at λ=0.3, the throughput decreases to 73 Mbps for the same codeword length.
[image: Line graph titled "Throughput vs. Codeword Length" with the x-axis labeled "Codeword Length (bits)" and the y-axis labeled "Average Throughput (bps x 10^7)." It features three lines representing vehicle arrival rates: 0.10 veh/s (blue), 0.20 veh/s (orange), and 0.30 veh/s (yellow). Throughput generally decreases with increasing codeword length across all rates.]FIGURE 8 | Throughput vs Codeword Length.7.3.6 Packet loss rate vs codeword length
Assume that each packet comprises a payload of Lp bits and a hierarchical optical codeword header of length Lc bits, given by Equation 29.
Lc=d⋅Lcode,(29)
with d representing the number of hierarchical levels and Lcode the number of bits per level. The total packet length is given by Equation 30.
Ltotal=Lp+Lc.(30)
Then, the probability that a packet is received error-free is given by Equation 31.
Ppacket, correct=1−BERLtotal,(31)
and the packet error probability is given by Equation 32.
Ppacket, error=1−1−BERLp+d⋅Lcode.(32)
For an On-Off Keying (OOK) modulation scheme, a common approximation for the BER is given by Equation 33.
BER=0.5⋅erfcSNR.(33)
The packet loss rate increases significantly with higher arrival rates, as increased traffic congestion leads to more frequent collisions and retransmission failures, as shown in Figure 9. At λ=0.1, packet loss remains at 10% for codewords of length up to 10, thereby ensuring reliable data transfer. At λ=0.3, the loss rate reaches 35% for the same length of codeword, indicating substantial network congestion. The increase in packet loss is due to queue overflowing and excessive transmission retries, which reduce the system performance. Furthermore, longer codewords increase processing delays, resulting in increased error rates.
[image: Line graph titled "Packet Loss Rate vs. Codeword Length" showing packet loss rates in percentage on the y-axis and codeword length in bits on the x-axis. Three lines represent different lambda values: blue circles for lambda equals 0.1, orange squares for lambda equals 0.2, and yellow triangles for lambda equals 0.3. All lines show an upward trend, with higher lambda values resulting in higher packet loss rates.]FIGURE 9 | Packet Loss Rate vs Codeword Length.7.3.7 Average tree depth with respect to codeword length and vehicle arrival rate
The interplay between the average tree depth, the length of the codeword, and the vehicle arrival rate is examined in Figure 10. The average tree depth is approximately three steps when a codeword length of 4 bits and a vehicle arrival rate of 0.1 are considered. The average tree length increases to approximately 4 steps under the same arrival rate as the codeword length increases to 8 bits.
[image: Three-dimensional surface plot showing the relationship between vehicle arrival rate, codeword length, and average tree depth. The x-axis represents vehicle arrival rate from 0.0 to 0.5, the y-axis shows average tree depth ranging from 1 to 7, and the z-axis indicates codeword length from 0 to 12. The plot uses a color gradient from blue to red, indicating changes in average tree depth relative to vehicle arrival rate and codeword length.]FIGURE 10 | Average Tree depth with respect to Codeword length and Vehicle Arrival Rate.The average tree length increases more significantly at a higher vehicle arrival rate of 0.5, reaching 6 hops for an 8-bit codeword length. This illustrates that the probability of vehicles identifying neighbors within the same tree who have available codewords is increased by the use of longer codewords, resulting in the establishment of longer routes. In addition, the average tree length disparity becomes more pronounced as the codeword length and network density increase. The steepest increase in tree depth occurs when both the vehicle arrival rate and the length of the codeword are high. Consequently, the trade-off between codeword length and network density in determining tree structure and routing efficacy is underscored by these results.
7.3.8 Comparative simulations of the three models IDM, Gipps and Krauss
The average tree depth is a critical metric that reflects the hierarchical structure and connectivity of the vehicular network. It determines the number of hops required for data transmission, directly influencing network efficiency and signal degradation. Among the three models, IDM exhibits the highest tree depth, followed by Gipps, while Krauss maintains the lowest tree depth in all vehicle arrival rates, as illustrated in Figure 11.
[image: Line graph titled "Average Tree Depth vs. Arrival Rate" compares average tree depth in hops against arrival rate in vehicles per second per lane. The graph includes three lines: IDM (solid blue), Gipps (dashed orange), and Krauss (dotted yellow). All lines show an upward trend, with IDM displaying the steepest increase, followed by Gipps and Krauss.]FIGURE 11 | Average tree depth vs Vehicle arrival rate.This result is driven by the traffic density and vehicle spacing characteristics of each model. IDM enforces compact and structured vehicle formations, leading to densely connected communication trees that maximize hierarchical connectivity and efficient data forwarding. Gipps strikes a balance between vehicle spacing and connectivity, resulting in a moderate tree depth. In contrast, Krauss, characterized by its irregular vehicle gaps, generates the shallowest tree structures, reducing network relays but at the cost of limited connectivity.
The results confirm that tree depth increases as vehicle arrival rates increase, as higher vehicle densities lead to denser network formations. For instance, at a low arrival rate of 0.1 veh/s, IDM produces an average tree depth of 2.1 hops, Gipps forms a structure with 1.7 hops, and Krauss maintains the lowest depth at 1.3 hops. As the arrival rate increases to 0.5 veh/s, IDM reaches a tree depth of 7.5 hops, while Gipps and Krauss rise to 6.2 hops and 4.5 hops, respectively. This indicates that the IDM tree depth expands by approximately 5.4 hops in the simulated range, while Gipps increases by 4.5 hops, and Krauss grows by only 3.2 hops. A closer look at these growth trends highlights the impact of vehicle spacing and connectivity patterns. The steepest increase in tree depth occurs between 0.2 and 0.4 veh/s, where the IDM depth jumps from 3.5 hops to 6.2 hops, suggesting that network congestion significantly amplifies multi-hop requirements. In contrast, Krauss experiences a more gradual increase, with tree depth growing by only 1.7 hops over the same interval, reinforcing its tendency to maintain loose formations and minimal relaying overhead.
These results suggest that IDM is the most suitable model for scenarios that require deep hierarchical connectivity and frequent data relays, while Krauss is preferable in situations where minimizing overhead is prioritized over strong connectivity. Gipps serves as an effective compromise, offering moderate connectivity and efficiency without excessive relaying overhead.
The average SNR demonstrates significant variation across the three vehicular traffic models IDM, Gipps, and Krauss due to differences in tree depth and signal attenuation. Among these, IDM exhibits the lowest SNR, followed by Gipps, while Krauss consistently achieves the highest SNR in all vehicle arrival rates, as illustrated by Figure 12. For example, at a vehicle arrival rate of 0.1 veh/s, IDM results in an SNR of 26.5 dB, Gipps achieves 27.8 dB, and Krauss reaches 29.2 dB. As the arrival rate increases to 0.2 veh/s, IDM’s SNR drops to 25.3 dB, Gipps to 26.7 dB, and Krauss to 28.1 dB. At 0.3 veh/s, IDM’s SNR further decreases to 24.0 dB, Gipps to 25.4 dB, and Krauss to 27.0 dB. At higher arrival rates, such as 0.4 veh/s, IDM’s SNR reaches 22.8 dB, Gipps’ 24.3 dB, and Krauss’ 25.9 dB, while at 0.5 veh/s, IDM’s SNR is 21.5 dB, Gipps’ 23.1 dB, and Krauss’ 24.7 dB.
[image: Line graph titled "Average SNR vs. Arrival Rate (Log Model)" shows three lines comparing arrival rates to average SNR in dB. The IDM model is blue and decreases steadily. The Gipps model is orange with a moderate decrease. The Krauss model is yellow, showing the highest values but decreasing quickly. X-axis: Arrival Rate (veh/s per lane) from 0.1 to 0.5, y-axis: Average SNR in dB from 22 to 29.]FIGURE 12 | Average SNR vs Vehicle arrival rate.This observed trend is rooted in the relationship between tree depth and signal degradation. IDM generates denser traffic formations, resulting in greater tree depths and consequently more communication hops. Each additional relay introduces signal attenuation, thereby decreasing the effective SNR at the receiver. Gipps, on the other hand, maintains a more balanced tree structure, leading to fewer relay-induced losses and consequently achieving a slightly better SNR than IDM. Krauss, characterized by its larger inter-vehicle gaps, results in the lowest tree depth and fewer hops, thereby experiencing minimal signal degradation and achieving the highest SNR. The numerical results confirm the expected trend that SNR decreases as vehicle arrival rates increase. Denser traffic networks require more multi-hop relays, which amplify attenuation effects. The highly structured vehicle arrangements of IDM lead to deeper network trees, resulting in more relays and greater signal degradation. In contrast, Krauss, with its looser vehicle spacing, experiences minimal attenuation due to fewer relays, allowing it to maintain a higher SNR.
Between IDM and Krauss, Gipps strikes a balance. It provides a middle ground between vehicle density, relay-induced losses, and network efficiency, reflecting an SNR performance that falls between the two extreme models. In conclusion, while IDM offers robust network connectivity, this comes at the expense of SNR due to increased signal degradation. Krauss, prioritizing SNR, sacrifices connectivity and communication stability, while Gipps presents a balanced approach, offering a moderate solution depending on the desired trade-off between SNR and network structure.
The average delay in VLC-based VANETs quantifies the time required for data transmission between vehicles and is influenced by factors such as traffic congestion, vehicle spacing, and driving behavior. As the vehicle arrival rate increases, the network experiences increased congestion, which generally leads to increased delay due to more frequent braking and slower inter-vehicle communications, as illustrated in Figure 13.
[image: Line graph titled "Average Delay vs. Arrival Rate" showing three lines: IDM (solid blue), Gipps (dashed orange), and Krauss (dotted yellow). The x-axis represents arrival rate (veh/s per lane) ranging from 0.1 to 0.5, and the y-axis represents average delay (ms) ranging from 50 to 400. Each model shows increasing delay with higher arrival rates.]FIGURE 13 | Average Delay vs Vehicle arrival rate.In our simulation, the IDM model exhibits the highest delay among the three traffic models. This is primarily due to its tightly structured vehicle formations, which results in a greater number of communication relays and consequently a higher cumulative delay. For example, at a low arrival rate of 0.1 veh/s, IDM records an average delay of around 72 ms, which escalates sharply to approximately 367 ms at 0.5 veh/s. In contrast, the Krauss model consistently achieves the lowest delay. Krauss’s less structured and more loosely spaced vehicle arrangements reduce the need for multiple relays, thereby minimizing overall delay. At 0.1 veh/s, Krauss experiences a delay of about 60 ms; however, its delay growth remains much more moderate, reaching around 314 ms at 0.5 veh/s. The Gipps model exhibits intermediate delay values, balancing between the high delay of IDM and the lower delay of Krauss. With an average delay of approximately 68 ms at 0.1 veh/s, Gipps shows a moderate increase to approximately 348 ms at 0.5 veh/s, reflecting its cautious driving strategy that maintains safe following distances without incurring as severe a penalty in delay as IDM. In general, while all models experience an increase in delay with higher arrival rates, the IDM model suffers from the steepest delay growth, making it less suitable for delay-sensitive applications. In contrast, the Krauss model, with its lower delay increment, offers a more efficient performance under congested conditions. The Gipps model provides a compromise between safety and delay performance.
7.4 Comparative validation
To better contextualize our unique hierarchical optical codeword VLC-VANET system, we benchmark it against three representative approaches from the recent literature as illustrated by Table 4.
TABLE 4 | Comparative summary of VLC-VANET approaches.	System	Throughput	Delay/Range	Scalability and functional features
	Our Codeword-Based System	4.2 Mb/s	32 ms	Hierarchical codeword addressing, dynamic reattachment, tree-based routing, scalable to 255 nodes
	[11]	3.5 Mb/s	<50 ms	Reservation-based coordination; no identifier scalability or reattachment handling
	[45]	61 Mb/s	N/A	Angle-optimized VLC receiver; high PHY-layer performance but no routing or mobility support


Garai et al. [11] introduced a reservation-based medium-access protocol targeting dense VLC-VANETs. Their model achieved a throughput of 3.5 Mb/s with a delay of less than 50 ms, but it did not address dynamic identifier scalability or codeword exhaustion, which are critical for long-term vehicular deployment.
Yahia et al. [45] developed an angle-oriented VLC receiver, reporting a peak throughput of 61 Mb/s under ideal line-of-sight conditions [45]. Although this work primarily optimized the performance of the physical layer, it did not include mechanisms for dynamic routing, hierarchical addressing, or reassignment of identifiers under mobility.
Although none of these systems feature a hierarchical optical-codeword mechanism, their reported metrics under traffic-like conditions allow for contextual comparison. For consistency, we consider a vehicle arrival rate of λ=0.2 veh/s and an 8 bit codeword structure (L=8), which corresponds to our default configuration. Under these conditions, our proposed system achieves a throughput of 4.2 Mb/s with an average end-to-end delay of 32 ms, while supporting up to 255 unique codewords and enabling hierarchical routing with automatic reattachment.
We observe that our proposed system reduces packet latency by 20%–30% compared to Garai et al. [11], while maintaining robust throughput. Although sensor-level optimizations in Yahia et al. [45] deliver much higher peak data rates, the absence of routing and addressing structures renders such solutions unsuitable for scalable and dynamic VANET environments.
In conclusion, our hierarchical optical codeword architecture offers a compelling balance of scalability, latency, and network adaptability. It supports persistent identification and dynamic attachment while achieving competitive throughput and lower delay, thus outperforming existing approaches under real world vehicular conditions.
7.5 Scalability analysis
To ensure that our hierarchical optical codeword scheme can accommodate realistic urban traffic loads, we derive explicit upper bounds on both the total number of vehicles per tree and the resulting maximum vehicle density.
7.5.1 Maximum vehicles per tree
A binary codeword of length L bits can in principle support (Equation 34).
Nmax=2L−1(34)
distinct non-zero identifiers. However, to maintain a minimum cross-correlation margin Δ (to avoid adjacent tree interference), the usable identifier count becomes (Equation 35)
Nusable=2L−1−Δ.(35)
For example, choosing L=8 bits and Δ=5 yields
Nusable=28−1−5=250
unique codewords per collection tree.
7.5.2 Maximum vehicle density
Assuming that those Nusable vehicles are spread uniformly on a 1 km roadway and that a safe minimum inter-vehicle spacing of smin=5 m is maintained, the maximum supported linear density is given by Equation 36.
ρmax=Nusable1000m/smin≈2501000/5=1.25vehicles per metre≡1,250vehicles/km.(36)
Even under these worst-case assumptions, ρmax≈1,250vehicles/km far exceeds typical urban highway densities (on the order of 100–200vehicles/km), indicating ample headroom.
7.5.3 Empirical scalability insights from simulation
Our analytical upper bounds closely match the detailed network-level behavior observed in simulation. Specifically, with a codeword length of L=8 bits and an arrival rate of λ=0.3 vehicles/s under which our highway model generated an average density of approximately 50 vehicles per kilometer, we observed the following.
	• Blocking rate: Figure 7 indicates a blocking probability of approximately 32%, which means that approximately one-third of attachment attempts failed due to the exhaustion of codewords. This behavior aligns with our analytical estimate of Nusable=250, which supports up to ∼1250 vehicles/km well above the simulated density of 50 vehicles/km.
	• Average tree depth: Under these dense traffic conditions, the average hop count reached around 10 (Figure 6). Although the theoretical depth of the worst-case tree is ⌈Nusable/1veh/m⌉≈250, the observed value confirms that the routing hierarchy remains relatively shallow in practice.
	• End-to-end SNR: At L=8 and λ=0.3, the mean received signal-to-noise ratio was approximately 26 dB (Figure 4), well above the 20 dB threshold even with up to 10 dB cumulative attenuation per hop.
	• One-way delay: Despite deeper trees at higher density, the average packet latency remained below 38 ms (Figure 5), well within the target 50 ms for safety-critical vehicle applications.

These simulation results confirm that even under dense urban conditions, our hierarchical codeword scheme maintains substantial identifier capacity, moderate routing depths, robust SNR margins, and low latency. This validates the strong agreement between the theoretical scalability limits and the empirical performance of the system.
8 CONCLUSION
Our proposal in this paper is a comprehensive Quality-of-Service model for vehicular networks, with a particular emphasis on the performance of vehicles within a hierarchical tree structure. In order to assess the communication quality of each vehicle in the network, the model integrates critical parameters, including delay, packet loss, throughput, connection stability, route longevity, and security. We have created a framework that enables the effective selection of routes based on real-time performance metrics by taking into account the influence of these parameters on the vehicle’s path from the root node to the base station or roadside unit.
The proposed model offers a comprehensive solution to QoS in vehicular networks, overcoming obstacles presented by environmental factors, vehicle mobility, and dynamic network conditions. Our method guarantees that vehicles can maintain optimal communication performance in the presence of security threats, link instability, and congestion, while minimizing packet losses and delays. By including tree topology in the evaluation of these QoS parameters, we provide a more precise representation of the performance of real-world vehicular networks. In addition, this study underscores the importance of adaptive QoS management in vehicular networks, particularly in view of the increasing demand for real-time communication, smart cities, and autonomous driving. By serving as a foundation for future research on vehicular network optimization, the proposed QoS model can offer valuable insights for the development of more secure, efficient, and reliable communication systems.
Beyond simulation results, our proposed approach offers tangible benefits for real-world vehicular networks. The adaptive codeword allocation strategy can be integrated with existing VLC hardware with minimal modifications, ensuring a cost-effective deployment. In addition, the dynamic QoS model improves the reliability of critical safety communications by prioritizing messages based on real-time network conditions. These practical implications suggest that our architecture not only improves theoretical performance metrics, but also has the potential to significantly enhance road safety and traffic management in urban environments.
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