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Circadian rhythms form a self-sustaining, endogenous, time-keeping system that allows
organisms to anticipate daily environmental changes. The core of the clock network
consists of interlocking transcriptional-translational feedback loops that ensures that
metabolic, behavioral, and physiological processes run on a 24 h timescale. The
hierarchical nature of the clock manifests itself in multiple points of control on the
daily cell division cycle, which relies on synthesis, degradation, and post-translational
modification for progression. This relationship is particularly important for understanding
the role of clock components in sensing stress conditions and triggering checkpoint
signals that stop cell cycle progression. A case in point is the interplay among the
circadian factor PERIOD2 (PER2), the tumor suppressor p53, and the oncogenic mouse
double minute-2 homolog protein (MDM2), which is the p53’s negative regulator. Under
unstressed conditions, PER2 and p53 form a stable complex in the cytosol and,
along with MDM2, a trimeric complex in the nucleus. Association of PER2 to the
C-terminus end of p53 prevents MDM2-mediated ubiquitylation and degradation of
p53 as well as p53’s transcriptional activation. Remarkably, when not bound to p53,
PER2 acts as substrate for the E3-ligase activity of MDM2; thus, PER2 is degraded in
a phosphorylation-independent fashion. Unexpectedly, the phase relationship between
PER2 and p53 are opposite; however, a systematic modeling approach, inferred from
the oscillatory time course data of PER2 and p53, aided in identifying additional
regulatory scenarios that explained, a priori, seemingly conflicting experimental data.
Therefore, we advocate for a combined experimental/mathematical approach to
elucidating multilevel regulatory cellular processes.

Keywords: circadian rhythms, tumor suppressor, checkpoint signaling, clock genes, p53, mathematical modeling,
systematic approach

INTRODUCTION

Circadian oscillators provide living organisms an adaptive advantage by enabling them to anticipate
the demands of an evolving environment. To accomplish this, organisms synchronize their
metabolism and behavior to external cues through a core molecular mechanism, named the
circadian clock, that is driven by interlocking transcriptional-translational feedback loops and is
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linked to regulatory output pathways (Bell-Pedersen et al., 2005).
Briefly, the mammalian core clock system is sustained by three
interlocking mechanisms that are controlled by a combination
of timely distributed factors whose binding and dissociation to
the gene’s regulatory regions dictate its phase of expression (for
review see Takahashi, 2017 and references within). At the center
of the network is the heterodimeric complex formed by the basic
helix-loop-helix (bHLH)-PAR-ARNT-SIM (PAS) transcription
factors CLOCK (circadian locomotor output cycles kaput and
its paralog the Neuronal PAS domain Protein 2 NPAS2) and
BMAL1 (Brain and Muscle ARNT-like 1 or the Aryl hydrocarbon
Receptor Nuclear Translocator-Like protein 1 ARNTL). The
CLOCK:BMAL1 complex binds to CAC(G/A)TG response
elements (E-box, enhancer box) and activates the expression
of PERIOD 1-3 (PER1, PER2, PER3) and CRYPTOCHROME
1-2 (CRY1, CRY2) genes. PER and CRY proteins accumulate
asymmetrically during the day in the cytosol. PERs are targeted by
casein kinases 1δ/ε (CK1δ/ε), phosphorylated, and degraded by
the proteasome until the subsequent accumulation of CRY, later
in the day, favors the formation of the PER:CRY:CK1δ/ε complex.
This complex then shuttles to the nucleus where it interacts
with CLOCK:BMAL1 to repress the transcription of PER and
CRY genes. As de novo synthesis of PER and CRY molecules
falls and the PER:CRY:CK1δ/ε complex is degraded, repression is
released and CLOCK:BMAL1 becomes available for a new round
of transcription. The CLOCK:BMAL1 complex also controls a
second regulatory loop as it activates the expression of the NR1D1
and NR1D2 genes encoding the nuclear receptors REV-ERBα and
β, respectively. The REV proteins compete with RORα/β/γ for
RORE binding elements within the BMAL1 promoter leading
to repression or activation of BMAL1, respectively, which is
antiphase to that of the PER genes. In a third regulatory loop,
CLOCK:BMAL1 transcriptionally activates the expression of
DBP (D-box binding PAR bZIP transcription factor) whose
protein product binds to D-box response elements found in
the regulatory regions of core clock components. Regardless, we
have departed from the long-held belief that global rhythms of
mRNA expression were exclusively driven by de novo rhythms
in transcription and have embraced the contribution of post-
transcriptional regulatory mechanisms in generating cycling
messengers (Koike et al., 2012).

Coupling Between the Circadian Clock
and the Cell Division Cycle
Like the self-sustained and cell-autonomous circadian clock,
mammalian cells undergo periodic oscillations in the form of
successive rounds of division. Proliferative cells progress through
the cell cycle in a process whose completion takes about a day.
In a manner resembling the circadian clock, phase transitions,
from Gs to S and M and back in the cell cycle, are driven by
de novo transcription, protein accumulation, post-translational
modifications, and protein degradation. As a result, the existence
of a coupling mechanism between the two oscillators was initially
described (Brown, 1991; Bjarnason et al., 1999, 2001) and later
proven to exist in organisms as diverse as the prokaryotic
cyanobacterium Synechococcus PCC 7942 (Mori et al., 1996;

Yang et al., 2010), the fungi Neurospora crassa (Hong et al., 2014),
zebrafish (Tamai et al., 2012), and mammalian cells (Matsuo et al.,
2003; Nagoshi et al., 2004; Kowalska et al., 2013). Later work
further refined the circadian-cell cycle relationship to establish
temporal windows in the circadian cycle at which specific cell
cycle transitions were more likely to occur (for review see
Gaucher et al., 2018). This phenomenon, usually referred to
as “circadian gating of the cell cycle,” has been proposed to
provide a fitness benefit by, for example, ensuring that DNA
replication takes place at times in which genotoxic stress is
at minimum and metabolic conditions favor low levels of free
radicals (Destici et al., 2011).

Of the many players involved in cell cycle progression,
several key regulatory factors are directly controlled by circadian
proteins. In a landmark study by Matsuo et al. (2003), the
authors established that CLOCK:BMAL1 regulates the oscillatory
expression of Wee1, a gene whose kinase product modulates
the activity of cyclin B/Cdc2 and, therefore, G2/M progression
in regenerating mouse liver. Accordingly, this mitotic clock-
dependent gate was found to be disrupted in cry1 deficient
mice (Matsuo et al., 2003). Circadian factors also exert control
over G1/S progression by transcriptionally modulating Cdkn1a,
a gene that encodes for the cyclin/Cdk inhibitor p21WAF1/CIP1

(Grechez-Cassiau et al., 2008). Biochemical data backs the
findings that clock orphan nuclear receptors REV-ERBα/β and
RORα/γ exhibit antagonistic activities over Cdkn1a whereas
genetic studies establish that their control is mediated by Bmal1
(Grechez-Cassiau et al., 2008). A different G1 inhibitor, p16ink4a,
which binds Cdk4/6 when it is dissociated from their cyclin
counterpart, is also targeted for circadian regulation in primary
fibroblasts (Kowalska et al., 2013). Accordingly, the complex
between the nuclear RNA-binding protein NONO (non-POU
domain-containing octamer-binding protein) and the circadian
factor PER1 (NONO:PER1) drives the expression of Cdkn2a and,
thus, the production of p16ink4a in a manner that resembles
PER1 expression (Kowalska et al., 2013). In fact, downregulation
of NONO resulted in a non-rhythmic, low level expression
of Cdkn2a and deregulation of G1 progression at a specific
circadian phase (Kowalska et al., 2013). An additional key
player in the process of cell growth and proliferation, the c-
Myc oncogene is post-translationally regulated by CRY2 and the
SCFFBXL3 ubiquitin ligase complex (Huber et al., 2016). In this
scenario, CRY2-dependent turnover of MYC relies on MYC’s
phosphorylation and its recognition by SCFFBXL3 in a process
in which CRY2 seems to act as an adaptor/chaperone/presenter
molecule for the E3 ubiquitin complex (Huber et al., 2016).
Studies in more complex and heterogenous multicellular system,
i.e., enteroids, established circadian gating of cell division is
mediated by intercellular signals arising from differentiated cells
(Matsu-Ura et al., 2016). Consequently, multi-level regulatory
mechanisms seem to ensure that gating occurs at specific
windows of time in a tightly regulated process.

Checkpoint mechanisms ensure the faithful completion
of each discrete phase of the cell cycle before the next
one proceeds. Checkpoints monitor, for example, that DNA
duplication is completed, that accurate chromosome segregation
occurred, and that the integrity of the genome remains intact.
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When considering the relevance of these processes in the
context of “timely progression” through each cell cycle phase,
it seems reasonable to speculate that clock mechanisms and
checkpoint pathways would likely intersect. Today, evidence
shows that crosstalk exists and occurs at multiple signaling
levels; however, few studies explored the functional consequences
beyond a descriptive level of analysis. For example, when
PER1 is ectopically expressed, the checkpoint kinases Chk2
and ataxia-telangiectasia mutated (ATM) were found to co-
immunoprecipitate with PER1 (Gery et al., 2006). Similarly,
overexpression of PER1downregulated the levels of Wee1, CcnB1
(encodes cyclin B1), and Cdk1 (encodes Cdc2) mRNA and
suppressed growth in cultured cancer cells (Gery et al., 2006).
Another example is the product of human Timeless (hTIM), a
gene with a well-established function in the Drosophila clock
system (dTim) but with a debatable circadian role in mammalian
cells (Mazzoccoli et al., 2016). Indeed, hTIM has little functional
or structural resemblance to the dTim ortholog involved in
clock function. It has a closer connection to dTim2, a molecule
with a yet unclear role in circadian rhythms but which has
relevance in DNA metabolism and chromosomal stability and
integrity (Mazzoccoli et al., 2016). In this context, hTIM has
been shown to bind to CRY2 and, in response to damage
and replication stress, to CHK1 (Unsal-Kacmaz et al., 2005).
Undoubtedly, one of the best-established connections between
circadian components and checkpoint signaling arises from the
findings that CRY1 and CRY2 have distinct roles in maintaining
the integrity of the genome in response to genotoxic stress
(Papp et al., 2015). In mammalian cells, CRY1 is phosphorylated
and deubiquitylated by the Herpes virus associated ubiquitin-
specific protease (HAUSP/Usp7) while CRY2 is destabilized
through its interaction with SCFFBXL3 in response to DNA-
damage (Papp et al., 2015). This counter effect on CRY proteins
tilt their expression balance and, therefore, influences the targeted
transcription of downstream genes in a manner that protects
genomic stability (Papp et al., 2015).

More recently, we reported that the circadian factor PER2
directly binds to the tumor suppressor and G1/S checkpoint
regulator p53 as well as its negative regulator, the oncogenic
mouse double minute-2 homolog protein (MDM2) (Gotoh
et al., 2014, 2015). Multiple layers of regulation connect MDM2
function with p53 stability and subcellular localization under
normal conditions and in response to genotoxic stress. Briefly,
binding of MDM2 to the N-terminal transactivation domain in
p53 promotes either monoubiquitylation and nuclear export of
p53 or polyubiquitylation and degradation by the 26S proteasome
when p53 localizes in the cytosol (Kruse and Gu, 2009). As is the
case with other post-translational modifications, ubiquitylation
is a reversible process that, in the case of p53, is mediated by
the deubiquitylating enzyme herpes virus-associated ubiquitin-
specific protease (HAUSP, for review see Kruse and Gu, 2009).

Identification of p53 as a direct interactor of PER2 was first
reported using a two-hybrid bacterial screening, confirmed by
immunoprecipitation of the endogenous PER2:p53 complex, and
proven by in vitro competition assays in various cell lines (Gotoh
et al., 2014). Binding of PER2 occurs in p53’s C-terminus domain,
which encompasses nuclear localization signals, both export

and import, and the tetramerization domain required for p53
oligomerization and transcriptional activity (Gotoh et al., 2014).
Interestingly, binding of PER2 to p53 does not preclude MDM2
recruitment to p53’s N-terminus domain and the existence of an
endogenous MDM2:p53:PER2 trimeric complex was confirmed
(Gotoh et al., 2014). From a functional standpoint, formation of
the trimeric complex prevents MDM2-mediated ubiquitylation
of p53 (Gotoh et al., 2014). This observation resulted from studies
in which p53 ubiquitylation reactions were reconstituted in the
presence of PER2 and from purified components in vitro (Gotoh
et al., 2014). In others, p53’s half-life was estimated from cells
where the endogenous level of PER2 was either up- or down-
regulated (Gotoh et al., 2014). As a result, an initial model
suggested that PER2 binding to p53 ensures that basal levels of
the tumor suppressor exist for an acute response to, for example,
genotoxic stress.

Subcellular distribution of PER2, p53, and MDM2 showed that
whereas PER2:p53 localizes both in the cytosol and the nuclear
compartments, MDM2:p53:PER2 complex remained solely in
the nucleus (Gotoh et al., 2015). Gene expression studies have
shown that dissociation of PER2 from p53 in the nucleus is an
obligated step for p53 transcriptional activation (Gotoh et al.,
2014, 2015). Accordingly, a chimera protein in which PER2 and
p53 were covalently linked and folded was unable to modulate
the expression of p53 downstream target genes (e.g., SFN, BAX,
CDKN1a, GADD45a) (Gotoh et al., 2015). Furthermore, the effect
of the chimera was achieved even in response to radiation and
without compromising the upstream activation of the checkpoint
response, i.e., the phosphorylation of ATM/ATR and CHK1/2
(Gotoh et al., 2015). In a related topic of yet unknown biological
significance, overexpression of PER2 was shown to promote p53
transcription (Gotoh et al., 2014). Interestingly, the converse
regulation in which p53 transcriptionally controls PER2 gene
expression has also been reported and linked to circadian
behavior in animals (Miki et al., 2013).

An unexpected observation resulted from the analysis of PER2
and p53 oscillatory behavior in total cell extracts (Gotoh et al.,
2016). Based on the finding that PER2 binds and stabilizes p53
(Figure 1A; Gotoh et al., 2014, 2015), the conventional wisdom
would have been that PER2 and p53 levels oscillate in phase
(Figure 1B). Instead, PER2 and p53 were found largely out-of-
phase relative to each other in cytosolic fractions and matching
cell lysates but in-phase in the nucleus (Gotoh et al., 2016). These,
a priori, paradoxical findings prompted the development of a
unique combined theoretical and experimental approach to shed
light on the potential scenarios that could reconcile the current
experimental data.

An Unbiased Systematic Modeling
Approach
We first asked what type of regulation, if any, does PER2 exert
over p53 that results in an out-of-phase relationship between
these proteins? Which, among the many regulatory processes in
the cell that impact p53’s production, destruction, localization,
and function are modulated by PER2’s biology? The relevance of
these questions coincides with the complexity of their potential
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FIGURE 1 | (A) PER2 inhibits MDM2-mediated polyubiquitylation of p53 resulting in p53 stabilization (Gotoh et al., 2014); thus, the abundance of PER2 and p53
were expected to oscillate in-phase (B). (C) Schematic representation of possible scenarios by which PER2 could influence p53’s phase, i.e., p53 synthesis,
shuttling, and degradation in either the cytosol or nuclear compartments. The oscillatory behavior of PER2 and p53 was significantly out-of-phase in both lysate and
cytosolic fractions; but in-phase in the nucleus. (D) PER2-mediated regulation types for p53 synthesis, shuttling, and degradation were randomly selected among
positive, negative, or null in agreement with experimentally determined PER2 and p53 phase relationships during the process of fitting (Gotoh et al., 2016). (E,F)
Distribution of 103 models that successfully simulated the phase relationship between p53 and PER2. The distribution of models is positively skewed toward a
PER2-mediated regulation of p53 nuclear entry (E). In addition, simulated fractions of p53’s half-life in nuclear and cytosolic compartments resulted in a value larger
than one and, thus, p53 was predicted to be more stable in the nuclear compartment (F). Predictions (E,F) were incorporated into a comprehensive mathematical
model that considered potential molecular mechanisms for PER2 and p53 interaction. Specifically, PER2 promotes p53 nuclear entry by preventing p53’s
mono-ubiquitylation (E). Once in the nucleus, p53 is mono-ubiquitinated and exits to the cytoplasm, where it is poly-ubiquitinated and degraded (F). As a result, the
comprehensive model predicted that PER2 binding to p53 would occur regardless of p53’s ubiquitylation status to simulate the phase relationship between p53 and
PER2 (G).
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answers as a number of combinatorial scenarios that arise from
considering all possible interactions and regulations surpass the
capabilities of mathematical modeling and high-performance
computing facilities. Furthermore, finding an explanation to
the out-of-phase paradox was seriously underdetermined by the
limited data available -only a handful of oscillatory timeseries
for PER2 and p53.

A breakthrough came out when we simplified the p53’s
complex regulatory network. Accordingly, the hundreds
of biochemical processes that modulate p53 activity were
categorized under common themes including p53’s synthesis,
nuclear entry, nuclear exit, cytosolic degradation, and nuclear
degradation (Figure 1C). Thus, the earlier questions were
reduced to a simplified problem that could be tackled using
ordinary differential equations and in silico experiments. To
simulate all possible scenarios by which PER2 could influence
production, shuttling, or degradation of p53 that resulted in in-
phase distribution of PER and p53 in the nucleus but anti-phase
in the cytosol, we derived the following equation:

d[p53c]

dt
= f1([Pern])− f2([Perc])[p53c] + f4([Pern])[p53n]

− f3([Perc])
[p53c]

Kdeg + [p53c]

d[p53n]

dt
= f2([Perc])[p53c] − f4([Pern])[p53n]

− f5([Pern])
[p53n]

Kdeg + [p53n]
(1)

where [p53c] and [Perc], [p53n] and [Pern] represent the
concentration of p53 and PER2 in the cytoplasm and nucleus,
respectively. In addition, oscillations in [Perc] and [Pern] were
simulated via the Kim and Forger model, a mathematical model
of the intracellular mammalian circadian clock (Kim and Forger,
2012; Kim et al., 2014; Kim, 2016).

Unlike most mathematical models, the functions f1, f2, f3, f4,
and f5 were not specified in Equation (1). Each function describes
a type of regulation on the production, nuclear import, cytosolic
degradation, nuclear export, and nuclear degradation of p53,
respectively, that is mediated by PER2 (Figure 1D). Regulation
types were randomly selected among three function fi forms:

fi([X]) =
αi[X]

Ki + [X]
, fi([X]) =

αiKi

Ki + [X]
, or fi([X]) = αi

(2)

which represent positive, negative, or null regulations via PER2
[[X] in Equation (2)], respectively. This approach allowed for
the investigation of all possible scenarios for which PER2
mediates p53 regulation.

After unbiased selection of fi functions (i.e., one-third for each
regulation type of positive, null, or negative interactions), the
value of the unknown parameters for these functions, i.e., Kdeg
in Equation (1) and αi, and Ki in Equation (2), were estimated
using a global stochastic parameter search algorithm to simulate
the phase relationship between PER2 and p53 (see Gotoh et al.,
2016 for details). Of the ∼1 million simulated scenarios, 1,000

models successfully predicted the correct PER2 and p53 phase
relationships in the cytosol and nucleus. Even when the selection
of the regulation type was unbiased, successful cases showed a
strong skewness toward a positive regulation of nuclear entry
(Figure 1E). This implies that PER2-mediated p53 nuclear entry
is essential to accurately simulate the proteins’ phase relationship
(Prediction 1). Further analysis of the unknown parameter values
(αi, and Ki and Kdeg) unveiled another unifying property among
successful cases: p53 should be more stable in the nucleus than in
the cytoplasm (Prediction 2, Figure 1F).

Predictions 1 and 2 arise from simplifying the biological
system and neglecting detailed molecular mechanisms.
Consequently, the model informs us about the “events,”
e.g., PER2 shuttles p53 to the nucleus or p53 stability is altered
in different compartments, but not about how the events are
driven. For example, how does PER2 promote p53 nuclear
entry? Or how is p53 stability achieved? Answers to the
“hows” were arrived at by incorporating two key pieces of
information from previous studies: (i) PER2 binding to p53
inhibits p53’s ubiquitylation (Figure 1A; Gotoh et al., 2014),
and (ii) p53 ubiquitylation status modulates its shuttling and
degradation (O’Brate and Giannakakou, 2003; Gotoh et al.,
2016). By integrating both the latest information and the model’s
predictions, a more detailed and realistic mathematical model
emerged. As a result, a newly refined model included the PER
transcriptional negative feedback loop and considered the
various ubiquitylated forms of p53 along with the interaction
between PER2 and p53; all of which, were summarized in
13 differential equations containing 18 parameters that were
thoroughly described in Gotoh et al. (2016).

Two assumptions were at the foundation of the newly refined
model: (i) PER2 promotes p53’s nuclear entry by blocking p53’s
ubiquitylation within the nuclear import motif (Marchenko
et al., 2010) and, (ii) once in the cytoplasm, mono-ubiquitylated
p53 becomes poly-ubiquitylated and thus, unstable (Figure 1G;
Marchenko et al., 2010). Along with restrictions in the parameters
based on the aforementioned assumptions, parameters were
estimated by the simulated annealing method. This allowed for
the refined model to simulate the phase relationship between the
two proteins. Following the analysis of the estimated parameters,
we found that PER2:p53 binding should occur, regardless of
p53’s ubiquitylation status, to properly simulate the antiphase
relationship between PER2 and p53 that was reported to exist in
total cell lysates (Prediction 3).

From in silico Prediction to in vitro
Validation
The three in silico predictions were next challenged in a cell-
based system (Gotoh et al., 2016). Accordingly, experiments
were devoted to test the prediction that PER2 binding to p53
promotes p53’s nuclear translocation (Figure 1E; prediction
1). The rationale for an experimental design was conceptually
simple: If PER2 were to favor p53 translocation, then PER2
ectopic expression, or its downregulation, should impact
the accumulation of p53 in either cellular compartment. In
accordance with this premise, PER-mediated nuclear shuttling of
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p53 was confirmed in cells overexpressing trace levels of PER2
and maintained in the presence of both proteasome and nuclear
export inhibitors (Gotoh et al., 2016). The converse experiment,
in which endogenous PER2 was downregulated, also resulted in a
reduction in the total level of p53 present in the nucleus but not
its complete abrogation (Gotoh et al., 2016), suggesting that PER2
certainly contributes to p53 shuttling but that other routes exist.

Other work evaluated the half-life of p53 in purified
nuclear and cytosolic extracts obtained from cells treated with
cycloheximide, a protein translation inhibitor. In agreement with
the theoretical model (Figure 1F; prediction 2), the half-life
of endogenous p53 was ∼sevenfold longer when localized in
the nucleus than in the cytosolic compartment and, thus, p53’s
localization influences the kinetics of its degradation (Gotoh
et al., 2016). Interestingly, PER2’s half-life remained comparable
in both compartments.

Gotoh et al. (2014) established that PER2 binding to p53
prevents p53’s polyubiquitylation favoring its stability. This
finding posed a provocative prediction that PER2 should be,
nevertheless, able to bind a form of p53 containing multiple
ubiquitin moieties (Figure 1G; prediction 3). Stepwise in vitro
assays using recombinant purified proteins showed that, indeed,
PER2 binds to mono and polyubiquitylated p53 (although,
the extent to which the various forms of PER2:p53 complexes
interplay remains to be explored) (Gotoh et al., 2016). As a
result, the systematic mathematical approach helped to reconcile
seemingly contradictory experimental data by generating
theoretical predictions that were, then, experimentally confirmed.

A Bidirectional Relationship Between
Clock and Checkpoint Components
The interaction of PER2 with p53 and MDM2 brings to our
attention the need for understanding the role that circadian
proteins play at critical nodes of regulation in the cell, e.g., at the
checkpoint crosstalk. Conversely, it poses the question of whether
cellular p53 and/or MDM2 components influence the clock itself.

In eukaryotic organisms, the stability of PER2, which is
responsive to environmental signals and homeostatic cellular
conditions, is driven by multiple phosphorylation events that
influence the period length and phase of the circadian rhythm
(Gallego and Virshup, 2007; Chiu et al., 2011; Lee et al., 2011;
Reischl and Kramer, 2011; D’Alessandro et al., 2015; Zhou et al.,
2015). PER2 is targeted for post-translational modification by
CK1ε/δ, glycogen synthase kinase 3β (GSK3β), casein kinase
2 (CK2), and casein kinase 1α (CK1α), all of which lead to
either PER2 translocation or altered stability (for review see
Ode and Ueda, 2018). Support for the role of CK1ε/δ in
period determination emerged from multiple sources including
genetic/phenotypic screenings in organisms as diverse as flies
and mice, high-throughput studies using either small molecule
inhibitors or short interfering RNAs, and disease genotyping
in the human population (Kloss et al., 1998; Price et al., 1998;
Lowrey et al., 2000; Xu et al., 2005; Badura et al., 2007; Hirota
et al., 2008; Zhang et al., 2009; Meng et al., 2010; Chen et al.,
2012; Kim et al., 2013, 2019). In the case of CK2, the kinase
seems to play a dual role by phosphorylating the N-terminus

domain of PER2 and by cooperating with CK1ε to promote
PER2 degradation in the mammalian clock (Tsuchiya et al.,
2009). Unlike CK1, the activity of GSK3β influences period length
by targeting PER2 and promoting PER2’s nuclear translocation
(Iitaka et al., 2005). Thus, PER2’s stability, shuttling, and the
activity of various kinases are all part of an entangled network
involved in period determination.

Key molecular events define the best understood
mechanism for PER2 turnover; these include, CK1ε/δ substrate
phosphorylation followed by the E3 ligase β-transducin repeat-
containing protein 1/2 (β-TrCP1/2) recognition of PER2,
ubiquitylation, and PER2’s proteasomal degradation (Eide et al.,
2005; Ohsaki et al., 2008). However, a number of experimental
observations suggested that additional mechanisms might
exist. For example, co-expression of dominant negative forms
of β-TrCP1 and β-TrCP2 in cells stabilize PER2 rather than
promote its degradation (Ohsaki et al., 2008). Results reported
by Walton et al. (2009) and Lee et al. (2011). were in the same
line in which neither the expression of a dominant negative form
of the CK1ε isoform in a CK1δ−/− cellular background nor the
pharmacological inhibition of CK1δ/ε isoforms, respectively,
completely abrogated the circadian oscillation of a reporter gene.
More recently, Zhou et al. proposed a phosphoswitch model
to explain the three-stage kinetic of PER2 degradation that
occurs during the PER2’s accumulation phase (Zhou et al., 2015;
Narasimamurthy et al., 2018). Unlike the rapid initial decay
and second accumulation stage, PER2’s degradation in both the
third stage and falling phase of the circadian oscillation were
independent of phosphorylation and β-TrCP activity (Zhou et al.,
2015). Finally, ubiquitylated PER proteins were also detected
in β-TrCP1/2 knockdown cells, although PER degradation
occurred at a slower rate than in wild type cells (D’Alessandro
et al., 2017). The above cumulative evidence suggests that a
phosphorylation-independent and ubiquityl-mediated turnover
of PER2 could exist. Thus, a role for MDM2 in modulating PER2
stability is plausible.

Identification of PER2 as a previously uncharacterized
substrate of MDM2 was shown to occur in the absence of
p53 binding (Liu et al., 2018). First, PER2:MDM2 association
was detected by protein complementation and later confirmed
by immunoprecipitation of the endogenous complex in various
cellular systems (Liu et al., 2018). Conformational epitope
mapping showed that PER2 binding occurs downstream of
the p53-binding domain and upstream of the RING domain
in MDM2 (Liu et al., 2018). This finding is of relevance
when considering the spatial assembly of the PER2:p53:MDM2
complex in a context in which structural information of either
component alone or in association with each other is missing.
By binding downstream of the p53-binding domain, PER2
association to MDM2 makes it possible for p53 to bind to, and be
part of, the PER2:p53:MDM2 complex as it was initially shown to
exist in the nucleus (Gotoh et al., 2015). When PER2 bound to the
N-terminus of the RING-domain, MDM2 was still able to exert its
RING-dependent ubiquitin ligase activity toward its substrates.
Accordingly, MDM2-mediated ubiquitylation of PER2 was
shown to occur and be preferentially mediated by UbcH5a
at the ubiquitin linkages Lys11 and Lys48 (Liu et al., 2018).
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FIGURE 2 | Comprehensive diagram representing the existing bidirectional interaction within the PER2:p53:MDM2 network. Cartoon representation depicting the
four major regulatory nodes in p53, PER2, and MDM2 signaling. Node 1: PER2 modulates p53 stability by preventing MDM2-mediated ubiquitylation and
proteasomal degradation of p53. Node 2: PER2:p53 binding favors p53 shuttling to the nucleus where it binds MDM2 and forms a stable trimeric complex. Node 3:
Dissociation of PER2:p53 facilitates each component’s transcriptional activity and expression of downstream target genes. Node 4: Accumulation of PER2:MDM2 in
the nucleus results in PER2 polyubiquitylation and degradation in a process that influences circadian period length. de-Ub, de-ubiquitylase; ub, ubiquitin; CK1δ/ε,
casein kinase 1 δ/ε; CRY, cryptochrome; β-TrCP, β-transducin repeat-containing protein; PER2, period 2; MDM2, mouse double minute-2 homolog protein; C/B,
circadian locomotor output cycles kaput/BMAL1 (Brain and Muscle ARNT-like (CLOCK/BMAL1); E-box, Enhancer element; g-IR, irradiation. Delay: represents the
phase delay that results from PER2-mediated p53 shuttling.

Interestingly, polyubiquitylation sites in PER2 mapped within the
interface of binding between PER2 and p53, a result that suggests
PER2:p53 association might serve the purpose of stabilizing both
components of the complex (Liu et al., 2018). Unlike the case
of β-TrCP, where substrate phosphorylation was established to
be an absolute requirement for β-TrCP recognition and ligase
activity, phosphorylation of PER2 was neither a pre-requisite
for MDM2 binding nor for MDM2-mediated ubiquitylation as
shown in cultured cells and in a recombinant system (Liu et al.,
2018). Corresponding with the role of polyubiquitylation signals
in proteasomal degradation, the activity of MDM2 toward PER2
shortened PER2’s half-life whereas MDM2 down-regulation or
its chemical inhibition favors PER2 stability (Liu et al., 2018).
Accordingly, ectopic expression of MDM2 shortened the period
length where its downregulation, or inhibition, resulted in a
significant lengthening of the circadian period, which suggests
that control over MDM2 activity is a relevant node of circadian
regulation (Liu et al., 2018).

The interplay between p53, MDM2, and PER2 establishes a
node of regulation where circadian and checkpoint components
can bidirectionally communicate and influence each other’s
downstream signaling. As depicted in Figure 2, network
connections can be clustered around five emerging themes: (i)
PER2’s control of p53 stability, (ii) PER2’s regulation of nuclear
p53 shuttling, (iii) PER2’s tuning of p53’s transcriptional activity,
(iv) PER2’s interaction with MDM2, and (v) MDM2’s targeting of
PER2 for degradation. All of these themes should be evaluated
in the context of the well-established regulatory relationship
between p53 and MDM2 (for review see Kruse and Gu, 2009;
Vousden and Prives, 2009). In this relationship (i) p53 and
MDM2 interact with each other, (ii) p53 protein levels oscillate
in the cell, (iii) MDM2 mono-ubiquitylates p53 in the nucleus,
(iv) the mono-ubiquitylated complex translocates to the cytosol
where (v) p53 is polyubiquitiylated, and (vi) degraded by the
proteasome. As a result, the picture that emerges is one in which
a bidirectional regulation exists and occurs at multiple levels to
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ensure that events take place at specific times in the day and that
enough time is given to the cell to respond to environmental and
intracellular perturbations (Figure 2).

CONCLUDING REMARKS

This work established that molecular connections between
circadian and cell cycle checkpoint components occur
bidirectionally. Quality research, as well as in-depth biochemical,
molecular, structural, and behavioral studies in animal models
aided by innovative modeling strategies, has helped in
identifying previously unexpected crosstalk regulatory processes.
This leaves us with the opportunity to tackle fundamental
questions whose answers would certainly carry weight in
the translational arena. For example, as circadian proteins
interact with oncogene and tumor suppressor proteins, would
the response to genotoxic stress be different in different
circadian phases? Should therapeutic approaches aimed
at targeting p53 be administered at specific times of the
day? Is circadian rhythm disruption in response to DNA
damage the consequence of changes in MDM2’s activity and,
potentially, PER2’s stability? Answers to these questions lay in
adequately retrieving system-level information and extending
the complexity of existing models, an achievable goal with
societal benefits in times where interdisciplinary research is
being fostered.
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