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The plant circadian system reciprocally interacts with metabolic processes. To
investigate entrainment features in metabolic–circadian interactions, we used a chemical
approach to perturb metabolism and monitored the pace of nuclear-driven circadian
oscillations. We found that chemicals that alter chloroplast-related functions modified
the circadian rhythms. Both vitamin C and paraquat altered the circadian period in
a light-quality-dependent manner, whereas rifampicin lengthened the circadian period
under darkness. Salicylic acid (SA) increased oscillatory robustness and shortened the
period. The latter was attenuated by sucrose addition and was also gated, taking place
during the first 3 h of the subjective day. Furthermore, the effect of SA on period
length was dependent on light quality and genotype. Period lengthening or shortening
by these chemicals was correlated to their inferred impact on photosynthetic electron
transport activity and the redox state of plastoquinone (PQ). Based on these data
and on previous publications on circadian effects that alter the redox state of PQ, we
propose that the photosynthetic electron transport and the redox state of PQ participate
in circadian periodicity. Moreover, coupling between chloroplast-derived signals and
nuclear oscillations, as observed in our chemical and genetic assays, produces traits
that are predicted by previous models. SA signaling or a related process forms a
rhythmic input loop to drive robust nuclear oscillations in the context predicted by the
zeitnehmer model, which was previously developed for Neurospora. We further discuss
the possibility that electron transport chains (ETCs) are part of this mechanism.

Keywords: circadian clock, Arabidopsis, luciferase imaging, metabolic inputs, entrainment, stress signaling,
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INTRODUCTION

Stress events often occur at predictable times of the day given
the environmentally rhythmic cycling of light, temperature, and
humidity. Within these cycles, light causes the accumulation
of reactive oxygen species (ROS) (Pitzschke et al., 2006), while
pathogen invasion is often favored at a given time of day (Shin
et al., 2012; Korneli et al., 2014; Karapetyan and Dong, 2018;
Li et al., 2018; Zhang et al., 2019). These perturbations often
elicit various types of oxidative bursts (Karapetyan and Dong,
2018; Zhang et al., 2019). Given the predictable, timed nature
of these abiotic and biotic stressors, the plant circadian clock
provides timed sensitivity resistance to such agents. This 24-h
oscillator serves to prime a plant to be most capable of resisting
stress when it is most likely to be encountered (Covington
et al., 2008; Sánchez et al., 2011; Fornara et al., 2015; Grundy
et al., 2015). Whether these stress agents themselves feedback to
tune the oscillator is still much less understood. In Arabidopsis,
transcriptional/translational oscillations (TTOs) form feedback
loops thought to be the central circadian oscillator that drives
rhythmic gene expression (Bujdoso and Davis, 2013; Staiger
et al., 2013; Anwer et al., 2014; Oakenfull and Davis, 2017;
McClung, 2019; Webb et al., 2019). Initially, the core circadian
clock was regarded as the feedback mechanism between the
two morning-expressed MYB transcription factors CIRCADIAN
CLOCK ASSOCIATED 1 (CCA1) and LATE ELONGATED
HYPOCOTYL (LHY) and the night-phased TIMING OF CAB
EXPRESSION 1 (TOC1), also known as PSEUDO RESPONSE
REGULATOR 1 (PRR1) (Alabadí et al., 2001). Respective single
mutants display a short-period phenotype, and rhythmicity is
arrested in the triple mutant (Ding et al., 2007). Computational
approaches that aimed to introduce photoperiodic perception
and reconcile accumulated experimental findings led to more
complex models that comprised additional TTO loops (Locke
et al., 2005, 2006; Bujdoso and Davis, 2013). These models
incorporated the post-transcriptional and the post-translational
regulation of CCA1, LHY, TOC1, PRR9, PRR7, and GIGANTEA
(GI) (Locke et al., 2006; Zeilinger et al., 2006; Pokhilko
et al., 2010; Bujdoso and Davis, 2013) and the EVENING
COMPLEX (EC) comprised by EARLY FLOWERING 3 (ELF3),
ELF4, and LUX ARRHYTHMO (LUX) (Nusinow et al., 2011;
Herrero et al., 2012; Pokhilko et al., 2012; Anwer et al., 2014;
Ronald and Davis, 2017). Recently, a model with interconnected
activation and repression activities within the loops including
BROTHER OF LUX ARRYTHMO (BOA), REVEILLE8 (RVE8),
RVE6, RVE4 and LIGHT-REGULATED WD1 (LWD1) and
LWD2 has been proposed (McClung, 2019). This network
is in constant cross-talking with plant physiology and the
environment (McClung, 2019).

In 1960, Aschoff described a “rule” according to which
the period of free-running oscillations changes linearly with
alterations in light intensity. Aschoff’s Rule is illustrated with
fluence response curves (FRCs) (Bunning, 1967). In Arabidopsis,
photoreceptors have been linked with light input to the clock
through genetic studies (Somers et al., 1998; Devlin and Kay,
2000; Somers et al., 2000, 2004; Oakenfull and Davis, 2017).
From these studies, it was established that PHYTOCHROME A

(PHYA) is a low-fluence photoreceptor, PHYB is the main red
light (RL) photoreceptor, and CRTYPTOCHROME (CRY1) is the
blue light (BL) photoreceptor (Somers et al., 1998). In addition to
these, a BL-chromoprotein was recognized in the F-box protein
ZEITLUPE (ZTL) that displays involvement in light signaling
and clock protein stability (Más et al., 2003b; Kim et al., 2007;
Fujiwara et al., 2008).

Entrainment to light and light-input to the clock are not
identical entities (Oakenfull and Davis, 2017). For example, light
input to the clock seen in the induction of LHY gene expression
(Kim et al., 2003) is not correlated to entrainment to light
pulses (Covington et al., 2001). Furthermore, entrainment can
also take place in the absence of the major phytochrome and
cryptochrome photoreceptors (Yanovsky et al., 2000; Strasser
et al., 2010). These findings suggest that, in Arabidopsis,
photoreceptor signaling alone cannot fully explain entrainment
to light nor Aschoff’s Rule.

In cyanobacteria, it has been documented that entrainment to
light does not require photoreceptors (Rust et al., 2011; Diamond
et al., 2017). Light input to the clock and circadian entrainment
in cyanobacteria have been connected to the redox status of the
photosynthetic electron transport chain (ETC) and the redox
state of the plastoquinone (PQ) pool (Mackey et al., 2011).
Thus, light input could be an indirect process in supporting the
entrainment without photoreceptors through metabolism as seen
in Arabidopsis.

Metabolic oscillations have been shown to interact with
TTOs in several eukaryotes, including mammals (Rutter et al.,
2001; Dioum et al., 2002; Kaasik and Lee, 2004; Asher et al.,
2008; Nakahata et al., 2008, 2009; O’Neill et al., 2008; Ramsey
et al., 2009), plants (Panda et al., 2002; Dodd et al., 2007;
James et al., 2008; Dalchau et al., 2011), fungi (Merrow et al.,
1999; Yoshida et al., 2011), and protists (Bunning, 1967).
In fungi, this type of interaction has been held responsible
for compensation against external and metabolic perturbation
(Merrow et al., 1999; Roenneberg and Merrow, 1999). Thus, the
clock controls the timing of metabolism and, in return, metabolic
signals set the clock.

It has been established that there is a reciprocal connection
between TTOs and metabolism in higher plants (Müller et al.,
2014). In Arabidopsis, cytosolic oscillations in cyclic adenosine
diphosphate ribose and TTOs reciprocally regulate each other
(Dodd et al., 2007), whereas oscillations in sugar solutes
drive rhythmic gene expression (Bläsing et al., 2005). Later
it was established that sugars derived from photosynthesis
entrain the clock (Haydon et al., 2013), allowing for rhythmic
plasticity through anabolic dawn in concordance with the
photoperiod (Müller et al., 2014; Webb et al., 2019). Furthermore,
perturbations in ionic conditions also have effects on clock
performance (Perea-García et al., 2015). It is therefore plausible
that metabolism is one driving force which is capable of
performing circadian entrainment.

Metabolism can be modulated by molecules with different
chemical properties. Crosstalk between metabolic networks and
nuclear oscillations can be perturbed by the addition of ROS
and redox-related molecules (Karapetyan and Dong, 2018).
Here through a chemical biology approach, we observed effects
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on circadian clock parameters by paraquat, an oxidizing and
uncoupling photosynthetic agent, the antioxidant vitamin C
(vitC), the inhibitor of photosynthetic electron transport DCMU
[3-(3,4-dichlorophenyl)-1,1-dimethylurea], and rifampicin, an
inhibitor of organellar DNA-dependent RNA polymerase.
Interestingly, all of these chemicals are known to alter
chloroplast-driven metabolic processes. We also tested salicylic
acid (SA) because it alters cellular redox status in order to
trigger the cellular defense response (Mou et al., 2003), and
plant innate immunity is in crosstalk with the circadian clock
(Zhang et al., 2013; Korneli et al., 2014). Furthermore, even
though a previous study reported that SA application did not
influence circadian parameters (Hanano et al., 2006), later it was
shown that SA application reinforces rhythmicity in Arabidopsis
(Zhou et al., 2015). Here we confirm the latter effect of SA on
circadian clock robustness and also show that, depending on
sucrose supplementation, SA accelerates oscillations. Moreover,
we show that SA affects entrainment to light–dark cycles
and light pulses (parametric and non-parametric entrainment,
respectively). Finally, we propose that SA signaling acts in
entrainment in the context predicted by the zeitnehmer model,
previously developed for Neurospora (Merrow et al., 1999;
Roenneberg and Merrow, 1999), that describes rhythmic input
pathways to oscillations that serve a time-keeping function.

RESULTS

A chemical approach was used to investigate the potential
crosstalk between TTOs and metabolism in Arabidopsis
thaliana. Redox-related chemicals were exogenously applied
on seedlings and the effect of the chemicals on circadian
promoter activity was monitored with the luciferase system.
We tested chemicals affecting the thioredoxin and glutaredoxin
systems (chlorodinitrobenzene and buthionine sulfoximine,
inhibitors of thioredoxin reductase and glutathione synthesis,
respectively), respiration inhibitors (antimycin A, rotenone,
and salicylhydroxamic acid, which is an inhibitor of
the RESPIRATORY ALTERNATIVE OXIDASE), oxidant
agents such as menadione, paraquat (methylviologen), and
butylhydroxyperoxide, and antioxidants, such as vitamin C and
dithiocarbamate. We also tested the hormone SA, norbornadiene
(inhibitor of ethylene perception), diphenyleneiodonium
(inhibitor of plasma membrane NADPH oxidases involved
in hypersensitive reaction during pathogen recognition),
butanedione monoxime (a ROS-inducing inhibitor of
cytoplasmic streaming), and photosynthesis inhibitors DCMU
[3-(3,4-dichlorophenyl)-1,1-dimethylurea] and DBMIB (2,5-
dibromo-3-methyl-6-isopropylbenzoquinone). This approach
is similar to the chemical biology strategies previously used to
investigate the Arabidopsis circadian clock (Toth et al., 2001;
Belbin et al., 2019; Uehara et al., 2019).

Several luciferase reporters of promoter activity were
examined for their relative amplitude error (RAE) and RAE-
normalized period (noPer) in a medium with or without sucrose.
The chemicals that altered the noPer of rhythmic markers on
a medium that contained sucrose are shown in Figure 1A (for

GI:LUC) and Supplementary Figure S1; the statistical analyses
are shown in Supplementary Tables S1–S5. The hormone SA
shortened the circadian period of GI:LUC (Figure 1A) in the
dark (DD). The aforementioned effects of SA in DD were also
reproduced with CCR2:LUC (Supplementary Figure S1D). The
antioxidant vitC shortened the circadian period of GI:LUC under
red light (RL) and in the dark (Figure 1A) but had no effect
under blue light (BL) (Supplementary Figure S1A). Rifampicin,
an inhibitor of organellar transcription, lengthened the circadian
period of GI:LUC in DD (Figure 1A and Supplementary Figure
S1B) and under BL (Supplementary Figure S1C). The inhibitor
of photosynthetic electron transport DCMU lengthened the
circadian period of GI:LUC under RL and under BL (Figure 1A).
However, this effect took place at different concentrations of
this chemical depending on the light conditions. Figure 1B
shows the period-altering effects of the oxidant paraquat on
the period using GI:LUC or CCR2:LUC [also referred to as
GRP7 (Nicaise et al., 2013)] as reporters of promoter activity
under monochromatic light. Under RL, paraquat application
shortened the period of GI:LUC, whereas it lengthened the
period of CCR2:LUC. However, under BL, paraquat application
lengthened the period of circadian oscillations of both GI:LUC
and CCR2:LUC. Furthermore, the effect was more pronounced
and statistically significant with the CCR2:LUC marker. As with
the effect of DCMU, the plants displayed a higher sensitivity
under RL than on BL. Conclusively, the addition to the medium
of chemicals known to alter chloroplast-driven metabolic
processes affected the circadian-clock parameters.

Salicylic Acid Action on the Clock
Salicylic Acid signaling has been implicated in connecting
environmental stress cues to metabolic reactions driven by the
plastid (Muhlenbock et al., 2008; Huang et al., 2010). Moreover,
SA is involved in photosynthetic homeostatic regulation in
the absence of stress (Rivas-San Vicente and Plasencia, 2011).
Hence, SA could be a chemical that links chloroplast function
to circadian rhythms. As such, we tested the SA perturbation
of clock action in greater depth than in our previous effort
(Hanano et al., 2006).

Interestingly, a visual inspection revealed that under RL plus
BL, the application of SA increased the robustness of oscillations
in all promoter activity reporters tested, which included GI:LUC
(Figures 1C,E), CCA1:LUC (Figures 1D,F), CCR2:LUC, and
TOC1:LUC (Supplementary Figures S1E,F, respectively). To test
this further statistically, we distinguished between parameters
that define circadian robustness, these being rhythmicity and
precision. Here we define rhythmicity as the average of RAE
values within a population that represents the fit between the
theoretical and the experimental curves after a fast Fourier
transform (FFT) analysis has been performed. Precision is
defined as the standard deviation of period (descriptive or RAE-
normalized, see also “Materials and Methods”). A population of
plants generates robust oscillations when individual plants are
rhythmic (low RAE values AND high rhythmicity), are in phase
with each other, and show similar period values (high precision
AND low SD-noPer). Moreover, we distinguish between direct
and indirect rhythmicity, the first relating to the mean RAE

Frontiers in Physiology | www.frontiersin.org 3 June 2020 | Volume 11 | Article 429

https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/physiology#articles


fphys-11-00429 June 16, 2020 Time: 18:49 # 4

Philippou et al. SA Can Set the Clock

FIGURE 1 | Chloroplast-related chemicals alter the parameters of nuclear oscillations. (A) Effect of chemicals on the circadian period under darkness (left panel), red
light (middle panel) and blue light (right panel). Dark, red, and blue bars represent the respective controls. (A) One-way ANOVA was performed for each panel (see
“Materials and Methods”). (B) Light quality and construct specificity effect of paraquat on period. Red and blue bars indicate respective controls. An independent
ANOVA analysis was performed for each marker, GI:LUC (left panel) and CCR2:LUC (right panel). The output of the statistical analysis is shown in Supplementary
Tables S1–S5). In (A) and (B), different letters (a–d) indicate statistically significant differences between means of period. (C–F) Relative amplitude error of plants
treated with salicylic acid (SA) using either GI:LUC marker (C,E) or CCA1:LUC marker (D,F). The plants received two dawn events in the presence of SA, one in a
white light cabinet and one in a luminometer, and then were released into free running conditions. The results shown are derived from pooled data from several
experiments. Error bars represent standard error except in (E) and (F) where they represent the SD of period.

generated by FFT analysis and the second to the same mean
after the plants discarded by the FFT analysis were assigned with
an RAE value of 1.

We found that SA application at 1 mM increased the
precision and the direct rhythmicity of all reporters tested,
whereas SA at 0.5 increased the direct rhythmicity of TOC1:LUC
and CCR2:LUC and increased the precision of GI:LUC and
TOC1:LUC (see Supplementary Tables S6A,B) in a reproducible
manner. We should note that the changes in direct rhythmicity
mentioned above were minor. Under continuous RL plus BL,
the application of SA shortened the circadian period of GI:LUC,
CCA1:LUC, CCR2:LUC, and TOC1:LUC, but this effect was
inconsistent between experiments. Nonetheless, when the results
from independent experiments were combined, thus increasing
the size of the population, the period shortening effect of SA was

statistically significant (see Supplementary Tables S6A,B) for the
markers GI:LUC (Figure 1C) and CCA1:LUC (Figure 1D). This
result contradicts our previous report, where SA was not found
to have a circadian effect (Hanano et al., 2006). Conclusively,
during these early experiments conducted in the presence of
supplementary sucrose, the application of SA at high doses
affected the circadian parameters and this effect was mostly due
to changes in oscillatory precision.

We next tested the effect of SA on PHYB:LUC expression
because phyB is part of SA signaling in defense responses
(Genoud et al., 2002). SA application at a concentration of
0.5 mM or more increased the expression under monochromatic
RL or BL (Figures 2A,B, Supplementary Tables S7, S8).
Interestingly, the inductive effect of SA on the expression of
PHYB:LUC required sucrose in the medium (Figures 2A,B and
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FIGURE 2 | The circadian effect of salicylic acid (SA) is dependent on phyB. (A,B) The effect of SA on the expression of PHYB:LUC under monochromatic red light
(RL, left) and blue light (BL, right) is shown. The plants were entrained on medium with sucrose and then placed on medium with or without sucrose at the indicated
SA concentrations. SA at 0.5 mM or higher increased the expression of PHYB:LUC only in media supplemented with sucrose. A one-way ANOVA was performed for
each dataset (see “Materials and Methods” and Supplementary Tables S7, S8) considering two factors: sucrose concentration and SA concentration. Different
letters (a–c) denote statistically significant differences between treatments. The data shown are pooled from several independent assays. Under RL, the bars
represent the luminescence of the acute peak that followed dawn. Under BL, the bars represent the luminescence of the first circadian peak. (C,D) The effect of SA
on the oscillatory robustness of PHYB:LUC under monochromatic RL and BL. The experiments were conducted in the presence of supplementary sucrose 3%. SA
increased the robustness of PHYB:LUC oscillations (see text for details and Supplementary Tables S9A,B). The plants were entrained for one cycle under
monochromatic light before being released into free running conditions in the presence of dimethyl sulfoxide (DMSO) or SA, as indicated. (E,F) The phyB mutant is
less sensitive to SA than the wild type. Transgenic plants expressing the GI:LUC construct were placed in 96-well microtiter plates containing growth medium
without sucrose and either with DMSO or SA. The phyB-9 mutant was less sensitive than the wild type to SA-mediated phase advance under RL and to
SA-mediated period shortening under BL. An ANOVA analysis was performed for each dataset (E,F) considering two factors: genotype and SA concentration (see
Supplementary Tables S19, S20). Different letters (a–c) denote statistically significant differences between treatments. (F) FFT analysis did not include the first
circadian peak and spanned at least three cycles. The period interval allowed during FFT analysis was between 15 and 40 h. The gene reporters in (A–D) are
expressed in the Wassilewskija (Ws) and in (E) and (F) in the Columbia (Col-0) background. Error bars represent standard error.

Supplementary Tables S6, S7). Under RL plus BL, the expression
of TOC1:LUC (Supplementary Figure S1G) was increased by SA,
while the expression of GI:LUC (Supplementary Figure S1H)

was decreased. Therefore, we reasoned that the SA-mediated
induction of PHYB:LUC did not depend on luciferase expression
alone since SA changed the expression in a reporter-specific
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manner. This would exclude the possibility that SA altered the
luciferase activity exclusively due to an effect on ATP levels or on
the redox state of the cell, although these effects depend on the
addition of sucrose to the media.

PHYB:LUC was the most responsive marker to SA in terms
of oscillatory robustness. Previously, the promoter of phyB was
shown to be under circadian control (Bognár et al., 1999);
however, this oscillation was found to be weak (Toth et al.,
2001). We detected that PHYB:LUC plants resulted in weak
luminescence oscillations that were strengthened in amplitude
by SA application in the presence of supplementary sucrose
(Figures 2C,D). In more detail, under RL, SA application
increased the indirect rhythmicity of the marker at 0.5 and 1 mM
and increased its precision at 1 mM; under BL, SA application
increased the indirect rhythmicity of the rhythmic marker at 0.5
and 1 mM (statistical analysis shown in Supplementary Tables
S9A,B). SA application thus not only increases PHYB expression
but also increases rhythm robustness.

We then proceeded to test whether SA acts on rhythmic
transcription through light and/or entrainment pathways. For
this, we subjected the plants to parametric (light/dark cycles)
and non-parametric (light pulses given in the dark) entrainment
protocols in the presence and the absence of SA (the experiments
were conducted in the presence of supplementary sucrose). In
non-parametric entrainment experiments, we tested circadian
responses to 1 mM SA in a time-course because sensitivity to the
hormones ABA, GA, JA, and auxin has been previously reported
to be gated by the biological clock (Covington and Harmer,
2007; Legnaioli et al., 2009; Robertson et al., 2009; Arana et al.,
2011; Shin et al., 2012). Plants harboring GI:LUC were used in
the non-parametric entrainment experiments to pulses of light
and SA. We found that the effect of SA on circadian period
was gated and restricted to the first 3 h of the day (Figure 3A
and Supplementary Table S10). Similarly, in these experiments,
the effect of SA on phase (timing of the first circadian peak)
was greater and statistically significant when pulses were applied
between ZT0 and ZT3 relative to later pulses (Figure 3B).

We next examined the effect of continuous SA application
on circadian oscillations under parametric entrainment. Plants
harboring CCR2:LUC (Figure 3C and Supplementary Figure
S2A) or GI:LUC (Supplementary Figure S2B) were placed on
agar with various SA concentrations and entrained under WL
for 1, 2, or 3 days. Luminescence rhythms were thereafter
monitored in the dark, starting at the last objective dusk. We
observed that after 3 days of entrainment had taken place in
96-well microtiter plates, the FFT process did not successfully
assign a theoretical curve to 27.56% of CCR2:LUC-expressing
plants (from a total of 156) and that this percentage dropped
to 10.89% by the application of 0.5 mM SA (102 plants) and
even to 0% by the application of SA 1 mM (102 plants). In
agreement to this, oscillations that produced an FFT output
gradually dampened with every entrainment event, unless SA was
applied (Supplementary Figure 2A). Similarly, the parametric
entrainment of seedlings in 96-well microtiter plates caused
the oscillations to be less precise, unless SA was applied
(Supplementary Figure 2A and Supplementary Table S11).
Consecutive parametric entrainment events in 96-well microtiter

plates also caused the oscillations to be less rhythmic, and
this effect was attenuated by SA application (Figure 3C and
Supplementary Table S12). Moreover, the circadian phase of
the control plants was delayed by these consecutive entrainment
events; but in the presence of SA, the phase was found to
be relatively constant or even advanced with each entrainment
event (see Figure 3C for CCR2:LUC and Supplementary Figure
S2B for GI:LUC). Collectively, we found that the entrainment
of Arabidopsis seedlings in 96-well microtiter plates causes
oscillations to dampen and delays the circadian phase, unless
SA is applied. In addition to this, a statistical analysis revealed
that the effect of SA on the circadian parameters was enhanced
by parametric entrainment. This was shown for the combined
effects of entrainment and SA application on the indirect
rhythmicity of CCR2:LUC (Supplementary Table S13) and on
the phase of CCR2:LUC (Supplementary Table S14) and of
GI:LUC (Supplementary Table S15). All of these observations
were made with as little as 0.2 mM of SA.

In our assays, the highest SA concentration used (1 mM)
caused chlorosis of plants. This could be attributed to SA
induction of ROS (Chen et al., 2009), which was our reasoning
to include SA in the initial ROS-related chemical screen.
We observed that Arabidopsis plants were more sensitive
to SA-mediated chlorosis if SA was applied without sucrose
supplementation. We did not record this, but it is reflected in
Figure 4, where SA of 1 mM is applied only when sucrose is
supplemented. We should note that this chlorosis observed with
SA at 1 mM could not have hindered the luciferase activity
as the later was promoter specific (Figures 2A,B, 4D,E and
Supplementary Figures S1G,H, S4).

We then proceeded to test if sucrose modifies the effect of
SA in circadian assays. We found that, under monochromatic
RL and BL, sucrose abolished SA-mediated period shortening of
GI:LUC (Figure 4 and Supplementary Tables S16–S18) unless
this hormone was applied at 0.75–1.0 mM range. Under BL,
sucrose prevented the period shortening unless SA was applied
with a concentration of 0.75 mM or higher, whereas in media
without sucrose, SA at 0.1-mM concentration sufficed to reduce
period (Figure 4A). A similar result was observed under RL,
with SA requiring concentrations of 0.5 mM in media with
sucrose to present period shortening (Figure 4B) and as little as
0.1 mM in media without sucrose. This result was consistent with
our previous publication (Hanano et al., 2006) and explains the
previous conclusion that SA does not act on the circadian period
as Hanano et al. (2006) performed all experiments in the presence
of sucrose. It should be noted that non-ionic osmotic stress
(Mannitol) at 200 mM lengthens the circadian period (Litthauer
et al., 2018), a concentration much higher than the 3% sucrose
(∼90 mM) used in this study.

In order to identify loci that mediate SA signaling in the clock,
we performed genetic tests with clock mutants. These were gi-11,
toc1-21, cca1-11, and lhy-21. The phyB-9 mutant was also tested
in this genetic analysis for the distinct response to SA displayed by
PHYB:LUC (Figure 2) and because the phyB mutant is defective
in SA signaling during defense responses (Genoud et al., 2002).

GI:LUC was used to assess the effect of SA in a phyB context.
Under RL, the phyB-9 (Col-0) mutant was less sensitive to
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FIGURE 3 | Salicylic acid (SA) affects circadian rhythms through entrainment. (A) The effect of SA on the circadian period of GI:LUC is gated. Plants were grown and
entrained for 5 days under white light and then released into continuous darkness at dusk. A subset of plants was retrieved every 3 h between ZT0 and ZT12 and
received a light pulse on medium with 3% sucrose and either dimethyl sulfoxide (DMSO) or SA. Combined data from two independent experiments are shown. The
effect of SA on circadian period was gated and restricted to the first 3 h of the day. DD corresponds to the DMSO control that did not receive SA nor light pulses.
The results from the ANOVA analysis are shown in Supplementary Table S10. Different letters (a–d) indicate statistically significant differences between means of
period. (B) Time-course of luminescence obtained from the first and the last chemical/light pulses depicted in (A) are shown. (C) The effect of SA on the circadian
parameters of CCR2:LUC is enhanced by parametric entrainment. Populations that did not receive the additional entrainment events are represented by white
symbols; pale gray, dark gray, and black symbols correspond to additional entrainment events: 1, 2, or 3, respectively. The plants received the indicated number of
entrainment events on medium with sucrose 3% and SA or DMSO in 96-well microtiter plates. Then, they were placed in an automated scintillation counter in
continuous darkness and at a constant temperature of 21◦C. On the horizontal axis, the medium with DMSO (SA solvent) is shown; consecutive entrainment events
in 96-well microtiter plates (0, 1, 2, or 3 days) delayed phase as measured with the timing of the second circadian peak (0 day vs. 1 day, 1phase = 1.20 h,
p = 3.0 × 10-5; 0 day vs. 2 days, 1phase = 2.03 h, p = 4.1 × 10-7; 0 day vs. 3 days, 1phase = 2.82 h, p = 4.9 × 10-14). The phase was not substantially affected
by such entrainment if SA at 0.5 mM was applied (0.42 h < 1phase < 0.74 h). The application of 1 mM SA reversed the effect of entrainment on phase by the third
day (0 days vs. 3 days, 1phase = –1.38 h, p = 1.5 × 10-6). Moreover, the SA-mediated phase advances were enhanced by the preceding parametric entrainment
events (Supplementary Table S13). On the vertical axis, the SA-mediated increase in indirect rhythmicity is shown to be enhanced by parametric entrainment
(Supplementary Table S14). Moreover, consecutive entrainment events in 96-well microplates decreased the indirect rhythmicity and this response was attenuated
by SA application. Error bars in all graphs represent standard error.
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FIGURE 4 | Salicylic acid (SA)-induced period shortening is moderated or inhibited by sucrose. Transgenic plants carrying the designated promoter:luciferase
transgenes were grown and entrained under white light before being released into free running conditions under monochromatic blue light (BL) or red light on media
with SA and sucrose concentrations as indicated. The period shortening effect of SA was inhibited by sucrose unless a higher concentration of SA was applied.
Nonetheless, under BL, even SA at 1 mM could not reduce the period of GI:LUC. Reporters in (A,B,D,E) and (F) are expressed in Wassilewskija, whereas in figures
(C) and (F) in Columbia (Col-0) background. Results from one-way ANOVA statistical analysis for each dataset in (A–C) are shown in Supplementary Tables
S16–S18, respectively. Different letters (a–e) represent statistically significant differences. Error bars in all graphs represent standard error.
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SA-mediated phase advance relative to the wild type (Figure 2E
and Supplementary Table S19). Under BL, the phyB mutant
similarly was less sensitive to SA-mediated period shortening
compared to the wild type (Figure 2F and Supplementary Table
S20). In both cases, the mutant required a concentration of
0.5 mM of SA to have an effect. Oscillations in the phyB-9
mutant were previously reported to be advanced under white
light (Salomé et al., 2002), which we confirm under RL here
(Figure 2E). Consequently, it cannot be excluded that under RL
the early phase phenotype of the phyB-9 mutant accounts for its
decreased sensitivity to SA-mediated phase advance.

We analyzed the effect of SA application on the toc1-21
mutant under monochromatic RL or BL in the absence of
sucrose. GI:LUC was used to assess the rhythm. Previously, it
was shown that TOC1 is required for oscillations of CCR2:LUC
and CAB2:LUC under monochromatic RL in experiments where
sucrose was supplemented (Más et al., 2003a). Here we show
that the GI:LUC construct exhibits weak oscillations in the
toc1-21 background that were strengthened by SA application
(Figure 5A). The FFT analysis yielded a free running period for
the mutant that was, strikingly, slightly longer than that of the
wild type (Figures 5A,C). toc1-21 is known to be a short period
mutant (Strayer et al., 2000; Alabadí et al., 2001), and because
this phenotype has been reported in the presence of sucrose, we
proceeded to test whether the toc1-21 phenotype under RL is
sucrose dependent. Figure 5B shows that, under monochromatic
RL, the short period phenotype of the toc1-21 mutant is sucrose
dependent (see also Supplementary Table S21). The toc1-21
mutant did not display a short period phenotype in the absence of
sucrose, even when the plants were placed on agar with 0.1 mM
of SA that restores the oscillations in the mutant (compare the
dashed bars in Figure 5C and the black curve in Figure 5A; the
period values are shown in Supplementary Tables S21, S22).
It is noteworthy that, under red light (Figure 5C), the toc1-21
mutant exhibited a long period phenotype, whereas under BL
we recorded a short period phenotype of the toc1-21 mutant
(Figure 5D and Supplementary Table S23), which was not
affected by SA application. Previously, we have shown that the
lhy-21, cca1-11, and gi-11 mutants also show sucrose-dependent
phenotypes (Philippou et al., 2019).

The toc1-21 mutant was oversensitive to SA under RL.
As expected, in the absence of sucrose, the wild-type plants
responded to SA with period shortening, while the mutant
responded similarly but to a greater extent (Figures 5A,C and
Supplementary Tables S21, S22). The oversensitivity phenotype
of toc1-21 to SA was also seen for the effect of SA on oscillatory
robustness, which was mostly due to changes in precision (see
how the black dots collide together compared to the more
dispersed gray dots in Figure 5A, lower panel). Under BL,
the toc1-21 mutant was less sensitive to SA-mediated period
shortening than the wild type (Figure 5D and Supplementary
Table S23). This was observed in experiments conducted without
sucrose supplementation, either with the GI:LUC construct
(Figure 5D and Supplementary Table S23) and at least in
one experiment with the CAB2:LUC construct (Supplementary
Figure S3). As such, light quality had a significant impact on
the SA-related circadian phenotypes of toc1-21, the mutant being

oversensitive to SA under RL and less sensitive under BL than the
wild type. However, it cannot be excluded that under BL the short
period phenotype of toc1-21 accounts for its reduced sensitivity to
SA-mediated period shortening.

It has been suggested that GI acts within light-input pathways
(Park et al., 1999; Locke et al., 2006) via phyB signaling in
particular (Huq et al., 2000). Moreover, phyB is recognized as
a mediator of SA signaling during defense responses (Genoud
et al., 2002). Thus, we proceeded to examine whether the effect
of SA on PHYB:LUC expression (observed in Figures 2A,B)
is modified in the gi-11 background. We found that the gi-
11 mutant was consistently oversensitive to SA relative to the
wild type when analyzing the effect of the hormone on the
expression of PHYB:LUC either under RL or BL (Figures 6A,B
and Supplementary Tables S24, S25). It is worth noting that this
oversensitivity phenotype was observed on the medium that did
not contain sucrose.

We next tested the lhy-21 (Figure 6C and Supplementary
Table S26) and cca1-11 (Supplementary Figure S4) mutants for
their responses to SA under BL with CAB2:LUC. Luminescence
rhythms indicated that, in the presence of supplementary
sucrose, lhy-21 was responsive to SA with period shortening,
unlike the wild type. A FFT–non-linear least squares (NLLS)
analysis confirmed this in only two out of the four experiments
conducted. Consequently, we calculated the timing of the third
peak after release into free running conditions and found that lhy-
21 was more sensitive to SA-mediated peak advance than the wild
type in every experiment (Figure 6C and Supplementary Figure
S4, Supplementary Tables S26, S27). cca1-11 did not display
a detectable SA-related phenotype in terms of period or phase
(timing of the third peak of oscillations) (Supplementary Figure
S4). Thus, here we only detected that the lhy mutant displayed a
SA-mediated phenotype.

DISCUSSION

Chemical Perturbation of Chloroplast
Function Is Reflected in Nuclear
Oscillations
The pace of the clock is resilient to most chemicals as the
application of thousands of compounds of various structures has
no action on clock performance (Toth et al., 2012). Interestingly,
the chemicals that we examined alter the circadian parameters
and are related to chloroplast function (Figure 1). Thus, our data
support the notion that photosynthesis and ETCs exert an input
to nuclear oscillations.

Rifampicin, an inhibitor of organellar transcription,
lengthened the circadian period in the dark as well as under
continuous light. Previously, Vanden Driessche et al. (1970) and
Mergenhagen and Schweiger (1975) reported that rifampicin
does not affect the rhythmic oxygen evolution from individual
cells of the unicellular algae Acetabularia. The antioxidant vitC
and the oxidant paraquat altered the circadian period in a light
quality- and reporter-specific manner. The importance of vitC
in photosynthesis is underlined by its high concentration in
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FIGURE 5 | Response of circadian clock mutants to salicylic acid (SA) application. (A) The toc1-21 mutant was more sensitive than the wild type to SA under red
light (RL). The experiments were conducted in the absence of supplementary sucrose. In the absence of multiple entrainment events, SA did not improve the
oscillatory robustness of GI:LUC in the wild type (see also Figure 3C and Supplementary Figure 2A). Note that toc1-21 treated with SA displays a more concise
population, whereas the non-treated is spread, thus has less precision. (B) The short period phenotype of the toc1-21 mutant under RL is sucrose dependent. In the
absence of supplementary sucrose, the toc1-21 mutant exhibited a period similar to that of the wild type; only in the presence of supplementary sucrose did the
mutant display a short-period phenotype. Data were analyzed with one-way ANOVA considering two factors: genotype and sucrose concentration (see
Supplementary Table S21). (C) SA application under RL shortened the circadian period of both the wild type and the toc1-21 mutant in media without sucrose.
Note that without sucrose the mutant period length is longer than that of the wild type. The output of the ANOVA analysis with two factors is shown in
Supplementary Table S22. (D) The toc1-21 mutant is irresponsive to period shortening by SA application under blue light in media without sucrose. Note that
under these conditions the mutant displayed a short period. Results of the data analysis are shown in Supplementary Table S23. In (B–D) different letters (a–c)
denote statistically significant differences between means of period means. Error bars in all graphs represent standard error.
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FIGURE 6 | (A,B) The gi-11 mutant has an exacerbated increase in the expression of PHY:LUC by salicylic acid (SA) application under red light (RL) (A) and blue
light (BL) (B) on medium without sucrose. SA increased the expression of marker PHYB:LUC, although this response was exacerbated in the gi-11 mutant requiring
solely 0.1 mM of SA to produce this effect compared to a higher SA concentration in the wild type. Under RL, bars represent the luminescence of the acute peak
that followed dawn; under BL, bars represent the luminescence of the first circadian peak that followed the acute peak of dawn. Statistical analysis are shown in
Supplementary Tables S24, S25. (C) SA application diminishes the expression of CAB2:LUC in the lhy-21 mutant under BL in the presence of supplementary
sucrose. Note that under these conditions, the wild type did not respond to SA application even at 1.0 mM, whereas the lhy-21 mutant was hypersensitive. ANOVA
statistical results are shown in Supplementary Table S26. Different letters (a–f) denote statistically significant differences between treatments. Error bars in all
graphs represent standard error.

chloroplasts (20–300 mM). Its photo-protective activities are
manifested in the regulation of the redox state of photosynthetic
electron carriers in the direct or the enzymatic detoxification
of ROS and in the role of vitC as an enzymatic cofactor during
thermal dissipation of excess excitation energy (Smirnoff, 2000).
Paraquat is a non-selective contact herbicide that generates ROS
by accepting electrons from photosystem I (PSI) and transfers
them to molecular oxygen. Interestingly, the gi mutant was
shown to be resistant to paraquat-induced oxidative stress
(Kurepa et al., 1998), whereas the circadian clock-related mutant
time for coffee (tic-2) is overly sensitive to it (Sánchez-Villarreal
et al., 2013), although it is not known if this behavior is related
to a circadian phenotype (Shin et al., 2013). However, Lai et al.
(2012) demonstrated that CCA1 acts as a master regulator
of oxidative stress within the circadian clock. DCMU, which
lengthened the circadian period in our experiments, is known
to shift the PQ poll to its oxidized state as it inhibits the
photosynthetic ETC upstream of PQ. The relationship of SA
to chloroplasts has been reported in several studies (see the
references below). Altogether our data are consistent with
the hypothesis that chloroplast energy homeostasis creates a
plastid-derived signal that intersects with the nuclear TTO to
define a circadian period.

Major effects on entrainment were found to be altered by
SA application (Figure 3 and Supplementary Figure S2). This
could relate to the nature of the hormone. SA is increased after
exposure to high light (Chang et al., 2009) and contributes
to acclimation and photosynthetic energy dissipation through

photorespiration (Mateo et al., 2004) as well as through the
induction of the antioxidant molecule glutathione (Mateo et al.,
2006) and likely vitC (Chang et al., 2009). Thus, it makes sense
to observe an effect early in the daytime (Figures 3A,B) as
previously found by Covington et al. (2008).

A role for phyB in red light and blue light input to the clock
(in the absence of supplementary sucrose) is supported by the
reduced sensitivity of the phyB-9 mutant to SA (Figures 2E,F). It
is noteworthy that phyB is required downstream of SA signaling
during certain aspects of host-plant defense mechanisms, such as
the hypersensitive response that requires functional chloroplasts
(Genoud et al., 2002). Our work provides further evidence that
a pathway involving SA functions during parametric and non-
parametric light entrainment (Figure 3). These findings together
raise the possibility that the aforementioned pathway involved in
defense responses, might also relate to photic entrainment. It is
noteworthy that photic entrainment in cyanobacteria does not
require photoreceptors. In this case, light input to the clock and
circadian entrainment have been connected to the redox state
of the photosynthetic ETC and the redox state of the PQ pool
(Mackey et al., 2011).

ETCs Affect Nuclear Oscillations
The role of ETCs in the regulation of a given process has
been shown with distinct experimentation. Yabuta et al. (2007)
have suggested that vitC levels are under the regulation of
photosynthetic ETCs rather than of sugars because DCMU and
sucrose both had a negative impact on the accumulation of vitC
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after exposure to continuous light. This argument was based
on the fact that, similarly to DCMU, photosynthates inhibit
photosynthesis (Paul and Foyer, 2001). The involvement of ETCs
in the regulation of a given process has also been demonstrated
through the controlled manipulation of the redox state of PQ by
chemicals and light quality. In more detail, treatment of low light-
grown plants with the inhibitors of photosynthetic ETCs DCMU
or DBMIB elicits similar effects on the redox status of the PQ
pool as light enriched with far red light (FRL, 700 nm) or red
light (RL, 680 nm). DCMU and FRL cause the oxidation of PQ,
while DBMIB and RL cause the reduction of PQ. An antagonistic
effect between these factors is therefore indicative that a process is
sensitive to signals derived from PQ (Pfannschmidt et al., 2009).
We found that the photosynthesis inhibitor DCMU and SA at low
concentrations, which favors photosynthetic electron transport
(Rivas-San Vicente and Plasencia, 2011), had opposite effects on
circadian period. This would suggest that nuclear oscillations are
under the regulation of ETCs. Our observation that the period-
shortening effect of SA was inhibited by sucrose (see Figure 4
and Supplementary Figure S4) further supports this notion as
photosynthates, including sucrose, inhibit photosynthetic activity
(Koch, 1996). Moreover, our results suggest that under BL,
DBMIB (Supplementary Figure S5) and DCMU (Figure 1A)
did not perturb the clock synergistically. Consequently, DCMU
might lengthen the circadian period through its effect on the
redox state of the PQ pool.

Photosynthetic Electron Transport
Activity Might Be Correlated to Circadian
Period
Wenden et al. (2011) showed that, under RL, the circadian
period is shorter than under FRL. This observation and the
results presented in Figure 1 suggest a correlation between
photosynthetic electron transport activity and circadian period.
Factors that reduce the PQ pool, such as RL, and those that
could exert a protective role during photosynthesis through the
regulations of PSII, such as SA and vitC (Karpinski et al., 1999;
Smirnoff, 2000), induce period shortening, whereas factors that
cause oxidation of the PQ pool such as DCMU, FRL (Muhlenbock
et al., 2008), DD, or low light intensity (Oswald et al., 2001),
or that inhibit photosynthesis, such as rifampicin (Figure 1)
and iron deficiency [reviewed in Wilson and Connolly (2013)],
all promote period lengthening. This correlation between the
expected changes in the redox state of the PQ pool and the
observed changes in the circadian period was also seen with the
oxidant paraquat under blue light (Figure 1B). This is further
supported by the aforementioned experiments with DBMIB
and DCMU in which these photosynthesis inhibitors did not
affect the circadian period similarly (compare Figure 1A with
Supplementary Figure S5).

This and the reported studies together suggest a positive
correlation between circadian period length and electron
transport downstream of PSII. Based on this correlation, we
propose the following: (a) ETCs might be involved in photic
entrainment. This is further implied by the fact that the circadian
effect of SA, directly connected to entrainment (Figure 3), is

inhibited by sucrose application (Figure 4) that also inhibits
photosynthesis (Koch, 1996); (b) ambient light intensity would
contribute to circadian period, as predicted by the rule of Aschoff
and FRCs, through the observed effect of fluence rate on the
redox state of PQ (Oswald et al., 2001). In agreement, James
et al. (2008) showed that the root clock, lacking photosynthetic
activity, does not obey the rule of Aschoff; (c) oscillations in
SA levels (Goodspeed et al., 2012) and in SA time-specific
activity (Figure 3) and potential oscillations in photosynthetic
electron transport would meet certain criteria as predicted by the
zeitnehmer model (see below).

Mathematical modeling (Roenneberg and Merrow, 1999),
confirmed experimentally in Neurospora (Merrow et al., 1999),
has led to the identification of certain criteria that define
zeitnehmer loops. Amongst these criteria are (1) rhythmicity
per se of a biochemical pathway, the zeitnehmer, that perceives
zeitgeber signals for the purpose of entrainment and then (2)
through coupling of the zeitnehmer loop to a central oscillator
provision of rhythm sustainability. The gated effect of SA on
circadian timing (Figure 3A) implies an oscillatory potential in
SA signaling. This is also suggested by the observation that SA
levels are circadian-regulated (Goodspeed et al., 2012). Moreover,
SA was shown here to be involved in parametric and non-
parametric entrainment (Figure 3 and Supplementary Figure
S2) as well as in rhythm sustainability (Figures 2C,D, 3C, 5A
and Supplementary Figure S2). This strongly supports that SA
is directly or indirectly involved in a zeitnehmer loop that could
entrain nuclear oscillations and provide rhythm sustainability.
Coupling between TTOs and SA signaling or a related process
is further supported by the SA-related phenotypes of phyB-9
(Figure 2), toc1-21 (Figure 5), gi-11, and lhy-21 (Figure 6).
Photosynthetic electron transport might be a potential candidate
for such an SA-related process, given the correlation between
the expected changes in the redox state of the PQ pool and
the observed changes in circadian period presented here and
in the literature. It is noteworthy that retrograde signaling and
ROS produced as a consequence of the normal functioning
of photosynthesis and respiration are being considered in the
literature as circadian determinants (Dodd et al., 2015; Guadagno
et al., 2018; Jones, 2018).

MATERIALS AND METHODS

Plant Materials
Rhythmicity was monitored using the promoter:luciferase system
(Gould et al., 2006; Hanano et al., 2006; Kevei et al., 2006)
in the A. thaliana Columbia (Col-0) and Wassilewskija (Ws)
genetic backgrounds. Rhythmic promoter:luciferase markers in
the Ws wild-type background are described in the literature as
follows: CCR2:LUC, CCA1:LUC (Doyle et al., 2002), CAB2:LUC
(Hall et al., 2001), TOC1:LUC (McWatters et al., 2007), GI:LUC
(Ding et al., 2007), PHYB:LUC (Toth et al., 2001), cca1-11, lhy-
21, and toc1-21 mutants with the CAB2:LUC marker (Ding et al.,
2007), and CAB2:LUC in the gi-11 mutant (Gould et al., 2006);
PHYB:LUC was introduced in the gi-11 mutant and GI:LUC
in the toc1-21 by crossing transgenic plants expressing GI:LUC
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in the wild-type Col-0 background and in the phyB-9 mutant
(Oh et al., 2004).

Growth Conditions and Luciferase
Imaging
The seeds were surface-sterilized, sown on 1% agar containing
Murashige and Skoog basal salt mixture (pH 5.7) (Murashige
and Skoog, 1962), and stratified for 3 days. The seedlings were
entrained under 12-h light/12-h dark photoperiods under a
fluence rate of white light (WL) at 100 µmol m−2 s−1 and
a constant temperature of 22◦C. During the second half of
the subjective day and before dusk, the 6-day-old seedlings
were transferred into 96-well microtiter plates (Perkin Elmer,
Jügesheim, Germany) containing agar with chemicals or their
respective diluents [dimethyl sulfoxide (DMSO) or water in the
case of vitC] as controls with or without sucrose (3% w/v)
as indicated. The seedlings were imaged in a luminescence
scintillation counter (TopCount NXT, Perkin Elmer) at dusk
(Southern and Millar, 2005; Hanano et al., 2006), allowing
imaging under low fluence rates of red light (RL) and blue light
(BL). The plants received a dark period of 12 h that corresponds
to the subjective night and then entered free running conditions
under monochromatic RL or BL at a low fluence rate (∼2 µmol
m−2 s−1) provided by LEDs (Boikoglou et al., 2011). In some
experiments, an additional entrainment event was applied in the
automated scintillation counter before the onset of the free run.

Data Analysis
The luminescence levels were quantified and graphically
depicted using TopTempII and Biological Rhythms Analysis
Software System (Southern and Millar, 2005). Period length
and RAE were estimated using the FFT–NLLS program
(Plautz et al., 1997).

To assess differences in period between and within chemical
treatments, genotypes, and/or lighting conditions, we performed
a one-way ANOVA with post hoc Tukey for multiple testing,
using SAS 9.0 with default parameters (p-value 0.05). We
used a two-factor experimental design for most of the data
(Figures 1A,B, 2F, 4A–C, 5B–D, 6A–C) or a completely
random design (Supplementary Tables S3, S10). Each analyzed
dataset results are depicted in the supplementary tables and
in Figure 1A separated within the figure with dashed lines.
Statistically significant differences are shown with different letters
in each panel and/or figure. Similarly, to evaluate differences in
luminescence and the timing of the third peak (Figures 2A,B,E,
6), we used a one-way ANOVA with Tukey for multiple testing,
using SAS 9.0 with default parameters (p-value 0.05) using a two-
factor experimental design. For simpler datasets, Student’s t-test
was used to compare between two populations using Microsoft
Excel (see Supplementary Tables).

Period length is either a descriptive (not normalized) or a
RAE-normalized period (noPer), in which case the contribution
of a given period measurement is negatively correlated to
its corresponding RAE value. The p values for differences in
period (or any other circadian parameter) refer to descriptive
data. Therefore, both measures for period are presented,

RAE-normalized in graphs and with p values after a Student’s
t-test. The precision of a rhythmic population is defined by
its inverse relation to the standard deviation (SD) of period
(normalized or descriptive). The rhythmicity of a rhythmic
population is defined by its inverse relation to the SD of period
(normalized or descriptive). We distinguish between direct and
indirect rhythmicity, the first relating to the mean RAE generated
by FFT analysis and the second to the same mean after the plants
discarded by FFT analysis were assigned with a RAE value of 1.

Sinusoidal curves represent luminescence activity or
luminescence normalized to luciferase activity. Luminescence
was automatically averaged by TopTempII for each
plant separately. The normalized luminescence graphs
were then generated by TopTempII for each population
(Figures 2C,D, 5A).

To quantify the expression of the luminescence of PHYB:LUC
(Ws), the timing of the first acute peak after dawn (Figure 2A)
or the first circadian peak (Figure 2B) was defined for each
oscillating population by a visual inspection of the normalized
luminescence graphs generated in TopTempII. The average
luminescence at that time point was then used to assess the effect
of SA on the expression of the marker.

Light/Chemical Pulse Experiments
The range of the chemicals tested is illustrated in Table 1. For
the experiments presented in Figures 3A,B, the plants harboring
GI:LUC construct were entrained for 5 days under 12-h light/12-
h dark photoperiod at a constant temperature of 22◦C before
entering continuous darkness at dusk. This was similar to the
carbon and sucrose examinations by Perea-García et al. (2015);
Perea-Garcia et al. (2016), and Philippou et al. (2019). Briefly,
every 3 h, a subset of plants was retrieved from the basal growth
medium (MS) and subjected to non-parametric entrainment with
3-h light pulses (WL) on the growth medium that contained SA at
1 mM or DMSO. The chemical pulse was 15 min shorter than the
light pulse for technical reasons. At the end of each light/chemical
pulse, the plants were placed in 96-well microtiter plates on
basal MS media (without SA or DMSO) and luminescence was
monitored in continuous darkness. Four time windows for light–
chemical pulses were applied between ZT0 and ZT12 hours (ZT
for zeitgeber time; ZT0 is objective dawn that marks the beginning
of the free run).

TABLE 1 | Range of concentrations reported in the literature for the chemicals that
affected the circadian period in this study.

Chemical Active
concentration in
the present study

Concentration
used in the cited

reference

References

SA 0.1–1 mM 0.25–0.5 mM Genoud et al.
(2002)

DCMU 5–10 µM 8 µM Muhlenbock et al.
(2008)

DBMIB 5–10 µM 14 µM Muhlenbock et al.
(2008)

VitC 2–3 mM 10 mM Horling et al. (2003)

Rifampicin concentrations vary widely in the literature.

Frontiers in Physiology | www.frontiersin.org 13 June 2020 | Volume 11 | Article 429

https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/physiology#articles


fphys-11-00429 June 16, 2020 Time: 18:49 # 14

Philippou et al. SA Can Set the Clock

DATA AVAILABILITY STATEMENT

All datasets generated for this study are included in the
article/Supplementary Material.

AUTHOR CONTRIBUTIONS

All authors contributed to the writing of this manuscript. KP,
AS-V, and AD contributed to the work. SD oversaw the study.

FUNDING

Additional funding is acknowledged from the University of
York, the University of Henan, the Max Planck Society and
their IMPRS program. The data in this manuscript are included
in the thesis entitled “Identification and Genetic Analysis of
Metabolic–Transcriptional Interactions Within the Circadian
System of Arabidopsis thaliana” at the University of Cologne
(Philippou, 2015) and is available at https://kups.ub.uni-koeln.
de/6212/. This research was funded by the BBSRC, grant numbers
BBB/M000435/1 and BB/N018540/1, the DFG grant SFB635, and
is supported by the 111 Project #D16014.

ACKNOWLEDGMENTS

We are thankful to Dr. Mónica Ramírez-Mella for her guidance
on the SAS 9.0 software. This work is dedicated to the memory of
Exakoustodianos Philippou.

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found
online at: https://www.frontiersin.org/articles/10.3389/fphys.
2020.00429/full#supplementary-material

FIGURE S1 | Effect of different chemicals on circadian rhythm. (A) Vitamin C did
not alter the circadian period of GI:LUC under blue light (BL). Standard errors were
omitted for clarity. (B,C) Rifampicin lengthened the circadian period of GI:LUC in
the dark (B) and under BL (C). (D) Salicylic acid (SA) induces a short period of
CCR2:LUC under BL. (E,F) SA increased the oscillatory robustness of CCR2:LUC
(E) and of TOC1:LUC (F); horizontal error bars represent the standard deviation
(SD) of period and vertical error bars represent the standard error of the relative

amplitude error. Note that SA application diminishes the SD. (G,H) Effect of SA on
luciferase activity under RL plus BL is marker-specific. SA increased the
expression of TOC:LUC (G) and decreased the expression of GI:LUC (H).
Consequently, the effect of SA on luciferase activity, being marker-specific, could
not be dependent on luciferase activity alone. Experiments were conducted in the
presence of supplementary sucrose. Growth and entrainment took place as
described in Figure 1. Error bars represent standard errors in (A–D,G,H).

FIGURE S2 | Salicylic acid (SA) affects the circadian rhythms through entrainment.
(A) SA increases the oscillatory robustness of CCR2:LUC through parametric
entrainment. The plants received the indicated number of entrainment events on
medium with 3% sucrose and SA or dimethyl sulfoxide (DMSO) in 96-well
microtiter plates. Then, the seedlings were placed in a TopCount in continuous
darkness and at a constant temperature of 21◦C. The panels on the right
represent the combined data from three independent experiments that produced
similar results to each other. The panels on the left show one of these
experiments; the error bars represent standard error and are occasionally smaller
than the respective symbols. The y-axis in the right panels is negatively correlated
to direct rhythmicity and the standard deviation on the x-axis is negatively
correlated to precision. (B) Consecutive entrainment events (0, 1, 2, or 3 days and
in one experiment 7 days) in 96-well microplates delayed the phase (timing of the
second circadian peak) of GI:LUC expression (0 day vs. 1 day, 1phase = 1.33 h,
p = 0.01; 0 day vs. 2 days, 1phase = 3.49 h, p = 1.3 × 10−4; 0 day vs. 3 days,
1phase = 4.29 h, p = 6.0 × 10−13; 0 day vs. 7 days, 1phase = 3.13 h,
p = 8.8 × 10−4). Phase, however, did not change after 7 days of entrainment if SA
was applied at 0.1 mM (1phase = 1.18 h, p = 0.10). Application of SA at 0.5 mM
reversed the effect of entrainment on phase by the 7th day (0 day vs. 7 days,
1phase = −1.84 h, p = 3.1 × 10−4). Similarly, the application of SA at 1 mM
resulted in phase advances (0 d vs. 1 day, 1phase = −2.69 h, p = 2.9 × 10−5;
0 day vs. 2 days, 1phase = −1.18 h, p = 0.01; 0 day vs. 3 days,
1phase = −0.70 h, p > 0.05). Student’s t-test for each pair comparison is shown.
Statistical analysis showed that the SA-mediated phase advances were enhanced
by the preceding parametric entrainment events. Error bars in all graphs
represent standard error.

FIGURE S3 | Salicylic acid (SA)-related phenotypes of the toc1-21 mutant. Under
blue light, in the absence of supplementary sucrose, the application of SA at
0.1 mM accelerated the oscillations of CAB2:LUC in the wild-type (p = 0.01) but
not in the toc1-21 mutant (p = 0.79). Error bars represent standard
error.

FIGURE S4 | (A,B) Sucrose moderated the period-shortening effect of salicylic
acid (SA) of the wild type harboring the CAB2:LUC transgene. (A,C) The cca1-11
mutant did not display any SA-related circadian phenotypes. (B,D) The lhy-21
mutant was slightly more sensitive than the wild type to SA-mediated peak
advance [third peak shown with arrow in (D)]. Note that (D) does not display the
first two peaks from zeitgeber time 0–48 h as in the other figures. Error bars
represent standard error.

FIGURE S5 | 2,5-Dibromo-3-methyl-6-isopropylbenzoquinone, unlike
3-(3,4-dichlorophenyl)-1,1-dimethylurea (Figure 1A), did not disturb the rhythmic
expression of GI:LUC under blue light. The error bars are smaller than the symbols
and represent standard error.
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Chang, C. C., Ślesak, I., Jordá, L., Sotnikov, A., Melzer, M., Miszalski, Z., et al.

(2009). Arabidopsis chloroplastic glutathione peroxidases play a role in cross
talk between photooxidative stress and immune responses. Plant Physiol. 150,
670–683. doi: 10.1104/pp.109.135566

Chen, Z., Zheng, Z., Huang, J., Lai, Z., and Fan, B. (2009). Biosynthesis of salicylic
acid in plants. Plant Signal. Behav. 4, 493–496.

Covington, M. F., and Harmer, S. L. (2007). The circadian clock regulates auxin
signaling and responses in Arabidopsis. PLoS Biol. 5:e222. doi: 10.1371/journal.
pbio.0050222

Covington, M. F., Maloof, J. N., Straume, M., Kay, S. A., and Harmer, S. L. (2008).
Global transcriptome analysis reveals circadian regulation of key pathways in
plant growth and development. Genome Biol. 9:R130. doi: 10.1186/gb-2008-9-
8-r130

Covington, M. F., Panda, S., Liu, X. L., Strayer, C. A., Wagner, D. R., and Kay, S. A.
(2001). ELF3 modulates resetting of the circadian clock in Arabidopsis. Plant
Cell 13, 1305–1316. doi: 10.1105/tpc.13.6.1305

Dalchau, N., Baek, S. J., Briggs, H. M., Robertson, F. C., Dodd, A. N., Gardner,
M. J., et al. (2011). The circadian oscillator gene GIGANTEA mediates a long-
term response of the Arabidopsis thaliana circadian clock to sucrose. Proc. Natl.
Acad. Sci. U.S.A. 108, 5104–5109. doi: 10.1073/pnas.1015452108

Devlin, P. F., and Kay, S. A. (2000). Cryptochromes are required for phytochrome
signaling to the circadian clock but not for rhythmicity. Plant Cell 12, 2499–
2509. doi: 10.1105/tpc.12.12.2499

Diamond, S., Rubin, B. E., Shultzaberger, R. K., Chen, Y., Barber, C. D., and
Golden, S. S. (2017). Redox crisis underlies conditional light-dark lethality in
cyanobacterial mutants that lack the circadian regulator, RpaA. Proc. Natl. Acad.
Sci. U.S.A. 114, E580–E589. doi: 10.1073/pnas.1613078114

Ding, Z., Doyle, M. R., Amasino, R. M., and Davis, S. J. (2007). A complex genetic
interaction between Arabidopsis thaliana TOC1 and CCA1/LHY in driving
the circadian clock and in output regulation. Genetics 176, 1501–1510. doi:
10.1534/genetics.107.072769

Dioum, E. M., Rutter, J., Tuckerman, J. R., Gonzalez, G., Gilles-Gonzalez, M.-
A., and Mcknight, S. L. (2002). NPAS2: a gas-responsive transcription factor.
Science 298, 2385–2387. doi: 10.1126/science.1078456

Dodd, A. N., Belbin, F. E., Frank, A., and Webb, A. A. (2015). Interactions between
circadian clocks and photosynthesis for the temporal and spatial coordination
of metabolism. Front. Plant Sci. 6:245. doi: 10.3389/fpls.2015.00245

Dodd, A. N., Gardner, M. J., Hotta, C. T., Hubbard, K. E., Dalchau, N., Love, J., et al.
(2007). The Arabidopsis circadian clock incorporates a cADPR-based feedback
loop. Science 318, 1789–1792. doi: 10.1126/science.1146757

Doyle, M. R., Davis, S. J., Bastow, R. M., Mcwatters, H. G., Kozma-Bognár, L., Nagy,
F., et al. (2002). The ELF4 gene controls circadian rhythms and flowering time
in Arabidopsis thaliana. Nature 419, 74–77. doi: 10.1038/nature00954

Fornara, F., de Montaigu, A., Sanchez-Villareal, A., Takahashi, Y., Ver Loren van
Themaat, E., Huettel, B., et al. (2015). The GI-CDF module of Arabidopsis
regulates freezing tolerance and growth as well as flowering. Plant J. 81,
695–706. doi: 10.1111/tpj.12759

Fujiwara, S., Wang, L., Han, L., Suh, S.-S., Salomé, P. A., Mcclung, C. R., et al.
(2008). Post-translational regulation of the Arabidopsis circadian clock through
selective proteolysis and phosphorylation of pseudo-response regulator
proteins. J. Biol. Chem. 283, 23073–23083. doi: 10.1074/jbc.M803471200

Genoud, T., Buchala, A. J., Chua, N. H., and Metraux, J. P. (2002). Phytochrome
signalling modulates the SA-perceptive pathway in Arabidopsis. Plant J. 31,
87–95. doi: 10.1046/j.1365-313x.2002.01338.x

Goodspeed, D., Chehab, E. W., Min-Venditti, A., Braam, J., and Covington,
M. F. (2012). Arabidopsis synchronizes jasmonate-mediated defense with insect
circadian behavior. Proc. Natl. Acad. Sci. U.S.A. 109, 4674–4677. doi: 10.1073/
pnas.1116368109

Gould, P. D., Locke, J. C., Larue, C., Southern, M. M., Davis, S. J., Hanano, S., et al.
(2006). The molecular basis of temperature compensation in the Arabidopsis
circadian clock. Plant Cell 18, 1177–1187. doi: 10.1105/tpc.105.039990

Grundy, J., Stoker, C., and Carré, I. A. (2015). Circadian regulation of abiotic stress
tolerance in plants. Front. Plant Sci. 6:648. doi: 10.3389/fpls.2015.00648

Guadagno, C. R., Ewers, B. E., and Weinig, C. (2018). Circadian rhythms and redox
state in plants: till stress do us part. Front. Plant Sci. 9:247. doi: 10.3389/fpls.
2018.00247

Hall, A., Kozma-Bognar, L., Toth, R., Nagy, F., and Millar, A. J. (2001). Conditional
circadian regulation of PHYTOCHROME A gene expression. Plant Physiol. 127,
1808–1818. doi: 10.1104/pp.010294

Hanano, S., Domagalska, M. A., Nagy, F., and Davis, S. J. (2006). Multiple
phytohormones influence distinct parameters of the plant circadian clock.
Genes Cells 11, 1381–1392. doi: 10.1111/j.1365-2443.2006.01026.x

Haydon, M. J., Mielczarek, O., Robertson, F. C., Hubbard, K. E., and Webb, A. A.
(2013). Photosynthetic entrainment of the Arabidopsis thaliana circadian clock.
Nature 502, 689–692. doi: 10.1038/nature12603

Herrero, E., Kolmos, E., Bujdoso, N., Yuan, Y., Wang, M., Berns, M. C., et al.
(2012). EARLY FLOWERING4 Recruitment of EARLY FLOWERING3 in the
Nucleus Sustains the Arabidopsis Circadian Clock. Plant Cell 24, 428–443. doi:
10.1105/tpc.111.093807

Horling, F., Lamkemeyer, P., König, J., Finkemeier, I., Kandlbinder, A., Baier,
M., et al. (2003). Divergent light-, ascorbate-, and oxidative stress-dependent
regulation of expression of the peroxiredoxin gene family in Arabidopsis. Plant
Physiol. 131, 317–325. doi: 10.1104/pp.010017

Huang, X., Li, Y., Zhang, X., Zuo, J., and Yang, S. (2010). The Arabidopsis LSD1
gene plays an important role in the regulation of low temperature-dependent
cell death. New Phytol. 187, 301–312. doi: 10.1111/j.1469-8137.2010.03275.x

Huq, E., Tepperman, J. M., and Quail, P. H. (2000). GIGANTEA is a nuclear
protein involved in phytochrome signaling in Arabidopsis. Proc. Natl Acad. Sci.
U.S.A. 97, 9789–9794. doi: 10.1073/pnas.170283997

James, A. B., Monreal, J. A., Nimmo, G. A., Kelly, C. L., Herzyk, P., Jenkins, G. I.,
et al. (2008). The circadian clock in Arabidopsis roots is a simplified slave version
of the clock in shoots. Science 322, 1832–1835. doi: 10.1126/science.1161403

Jones, M. A. (2018). Retrograde signaling as an informant of circadian timing. New
Phytol. 221, 1749–1753. doi: 10.1111/nph.15525

Kaasik, K., and Lee, C. C. (2004). Reciprocal regulation of haem biosynthesis
and the circadian clock in mammals. Nature 430, 467–471. doi: 10.1038/
nature02724

Karapetyan, S., and Dong, X. (2018). Redox and the circadian clock in plant
immunity: a balancing act. Free Radic. Biol. Med. 119, 56–61. doi: 10.1016/j.
freeradbiomed.2017.12.024

Karpinski, S., Reynolds, H., Karpinska, B., Wingsle, G., Creissen, G., and
Mullineaux, P. (1999). Systemic signaling and acclimation in response to excess
excitation energy in Arabidopsis. Science 284, 654–657. doi: 10.1126/science.
284.5414.654

Kevei, E., Gyula, P., Hall, A., Kozma-Bognar, L., Kim, W. Y., Eriksson, M. E., et al.
(2006). Forward genetic analysis of the circadian clock separates the multiple
functions of ZEITLUPE. Plant Physiol. 140, 933–945. doi: 10.1104/pp.105.
074864

Kim, J. Y., Song, H. R., Taylor, B. L., and Carre, I. A. (2003). Light-regulated
translation mediates gated induction of the Arabidopsis clock protein LHY.
EMBO J. 22, 935–944. doi: 10.1093/emboj/cdg075

Kim, W. Y., Fujiwara, S., Suh, S. S., Kim, J., Kim, Y., Han, L., et al. (2007).
ZEITLUPE is a circadian photoreceptor stabilized by GIGANTEA in blue light.
Nature 449, 356–360. doi: 10.1038/nature06132

Koch, K. E. (1996). Carbohydrate-modulated gene expression in plants. Ann. Rev.
Plant Physiol. Plant Mol. Biol. 47, 509–540. doi: 10.1146/annurev.arplant.47.1.
509

Korneli, C., Danisman, S., and Staiger, D. (2014). Differential control of pre-
invasive and post-invasive antibacterial defense by the Arabidopsis circadian
clock. Plant Cell Physiol. 55, 1613–1622. doi: 10.1093/pcp/pcu092

Kurepa, J., Smalle, J., Van Montagu, M., and Inze, D. (1998). Oxidative stress
tolerance and longevity in Arabidopsis: the late-flowering mutant gigantea is
tolerant to paraquat. Plant J. 14, 759–764. doi: 10.1046/j.1365-313x.1998.
00168.x

Lai, A. G., Doherty, C. J., Mueller-Roeber, B., Kay, S. A., Schippers, J. H., and
Dijkwel, P. P. (2012). CIRCADIAN CLOCK-ASSOCIATED 1 regulates ROS

Frontiers in Physiology | www.frontiersin.org 15 June 2020 | Volume 11 | Article 429

https://doi.org/10.1073/pnas.96.25.14652
https://doi.org/10.1534/genetics.111.131417
https://doi.org/10.3389/fpls.2013.00003
https://doi.org/10.1104/pp.109.135566
https://doi.org/10.1371/journal.pbio.0050222
https://doi.org/10.1371/journal.pbio.0050222
https://doi.org/10.1186/gb-2008-9-8-r130
https://doi.org/10.1186/gb-2008-9-8-r130
https://doi.org/10.1105/tpc.13.6.1305
https://doi.org/10.1073/pnas.1015452108
https://doi.org/10.1105/tpc.12.12.2499
https://doi.org/10.1073/pnas.1613078114
https://doi.org/10.1534/genetics.107.072769
https://doi.org/10.1534/genetics.107.072769
https://doi.org/10.1126/science.1078456
https://doi.org/10.3389/fpls.2015.00245
https://doi.org/10.1126/science.1146757
https://doi.org/10.1038/nature00954
https://doi.org/10.1111/tpj.12759
https://doi.org/10.1074/jbc.M803471200
https://doi.org/10.1046/j.1365-313x.2002.01338.x
https://doi.org/10.1073/pnas.1116368109
https://doi.org/10.1073/pnas.1116368109
https://doi.org/10.1105/tpc.105.039990
https://doi.org/10.3389/fpls.2015.00648
https://doi.org/10.3389/fpls.2018.00247
https://doi.org/10.3389/fpls.2018.00247
https://doi.org/10.1104/pp.010294
https://doi.org/10.1111/j.1365-2443.2006.01026.x
https://doi.org/10.1038/nature12603
https://doi.org/10.1105/tpc.111.093807
https://doi.org/10.1105/tpc.111.093807
https://doi.org/10.1104/pp.010017
https://doi.org/10.1111/j.1469-8137.2010.03275.x
https://doi.org/10.1073/pnas.170283997
https://doi.org/10.1126/science.1161403
https://doi.org/10.1111/nph.15525
https://doi.org/10.1038/nature02724
https://doi.org/10.1038/nature02724
https://doi.org/10.1016/j.freeradbiomed.2017.12.024
https://doi.org/10.1016/j.freeradbiomed.2017.12.024
https://doi.org/10.1126/science.284.5414.654
https://doi.org/10.1126/science.284.5414.654
https://doi.org/10.1104/pp.105.074864
https://doi.org/10.1104/pp.105.074864
https://doi.org/10.1093/emboj/cdg075
https://doi.org/10.1038/nature06132
https://doi.org/10.1146/annurev.arplant.47.1.509
https://doi.org/10.1146/annurev.arplant.47.1.509
https://doi.org/10.1093/pcp/pcu092
https://doi.org/10.1046/j.1365-313x.1998.00168.x
https://doi.org/10.1046/j.1365-313x.1998.00168.x
https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/physiology#articles


fphys-11-00429 June 16, 2020 Time: 18:49 # 16

Philippou et al. SA Can Set the Clock

homeostasis and oxidative stress responses. Proc. Natl. Acad. Sci. U.S.A. 16,
17129–17134. doi: 10.1073/pnas.1209148109

Legnaioli, T., Cuevas, J., and Mas, P. (2009). TOC1 functions as a molecular switch
connecting the circadian clock with plant responses to drought. EMBO J. 28,
3745–3757. doi: 10.1038/emboj.2009.297

Li, Z., Bonaldi, K., Uribe, F., and Pruneda-Paz, J. L. (2018). A localized
Pseudomonas syringae infection triggers systemic clock responses in
Arabidopsis. Curr. Biol. 28, 630–639.e4. doi: 10.1016/j.cub.2018.01.001

Litthauer, S., Chan, K. X., and Jones, M. A. (2018). 3’-Phosphoadenosine 5’-
Phosphate accumulation delays the circadian system. Plant Phys. 176, 3120.
doi: 10.1104/pp.17.01611

Locke, J. C., Kozma-Bognar, L., Gould, P. D., Feher, B., Kevei, E., Nagy, F., et al.
(2006). Experimental validation of a predicted feedback loop in the multi-
oscillator clock of Arabidopsis thaliana. Mol. Syst. Biol. 2:59. doi: 10.1038/
msb4100102

Locke, J. C., Southern, M. M., Kozma-Bognar, L., Hibberd, V., Brown, P. E.,
Turner, M. S., et al. (2005). Extension of a genetic network model by iterative
experimentation and mathematical analysis. Mol. Syst. Biol. 1:2005.0013.

Mackey, S. R., Golden, S. S., and Ditty, J. L. (2011). The itty-bitty time machine
genetics of the cyanobacterial circadian clock. Adv. Genet. 74, 13–53. doi: 10.
1016/B978-0-12-387690-4.00002-7

Más, P., Alabadí, D., Yanovsky, M. J., Oyama, T., and Kay, S. A. (2003a). Dual
role of TOC1 in the control of circadian and photomorphogenic responses in
Arabidopsis. Plant Cell 15, 223–236. doi: 10.1105/tpc.006734

Más, P., Kim, W. Y., Somers, D. E., and Kay, S. A. (2003b). Targeted degradation
of TOC1 by ZTL modulates circadian function in Arabidopsis thaliana. Nature
426, 567–570. doi: 10.1038/nature02163

Mateo, A., Funck, D., Muhlenbock, P., Kular, B., Mullineaux, P. M., and
Karpinski, S. (2006). Controlled levels of salicylic acid are required for optimal
photosynthesis and redox homeostasis. J. Exp. Bot. 57, 1795–1807. doi: 10.1093/
jxb/erj196

Mateo, A., Muhlenbock, P., Rusterucci, C., Chang, C. C., Miszalski, Z., Karpinska,
B., et al. (2004). LESION SIMULATING DISEASE 1 is required for acclimation
to conditions that promote excess excitation energy. Plant Physiol. 136, 2818–
2830. doi: 10.1104/pp.104.043646

McClung, C. R. (2019). The plant circadian oscillator. Biology 8:14. doi: 10.3390/
biology8010014

McWatters, H. G., Kolmos, E., Hall, A., Doyle, M. R., Amasino, R. M., Gyula, P.,
et al. (2007). ELF4 is required for oscillatory properties of the circadian clock.
Plant Physiol. 144, 391–401. doi: 10.1104/pp.107.096206

Mergenhagen, D., and Schweiger, H. G. (1975). The effect of different inhibitors
of transcription and translation on the expression and control of circadian
rhythm in individual cells of Acetabularia. Exp. Cell Res. 94, 321–326. doi:
10.1016/0014-4827(75)90499-1

Merrow, M., Brunner, M., and Roenneberg, T. (1999). Assignment of circadian
function for the Neurospora clock gene frequency. Nature 399, 584–586. doi:
10.1038/21190

Mou, Z., Fan, W., and Dong, X. (2003). Inducers of plant systemic acquired
resistance regulate NPR1 function through redox changes. Cell 113, 935–944.
doi: 10.1016/s0092-8674(03)00429-x

Muhlenbock, P., Szechynska-Hebda, M., Plaszczyca, M., Baudo, M., Mateo,
A., Mullineaux, P. M., et al. (2008). Chloroplast signaling and LESION
SIMULATING DISEASE1 regulate crosstalk between light acclimation and
immunity in Arabidopsis. Plant Cell 20, 2339–2356. doi: 10.1105/tpc.108.
059618

Müller, L. M., von Korff, M., and Davis, S. J. (2014). Connections between circadian
clocks and carbon metabolism reveal species-specific effects on growth control.
J. Exp. Bot. 65, 2915–2923. doi: 10.1093/jxb/eru117

Murashige, T., and Skoog, F. J. P. P. (1962). A revised medium for rapid growth
and bio assays with tobacco tissue cultures. Physiol. Plant. 15, 473–497. doi:
10.1111/j.1399-3054.1962.tb08052.x

Nakahata, Y., Kaluzova, M., Grimaldi, B., Sahar, S., Hirayama, J., Chen, D., et al.
(2008). The NAD+-dependent deacetylase SIRT1 modulates CLOCK-mediated
chromatin remodeling and circadian control. Cell 134, 329–340. doi: 10.1016/j.
cell.2008.07.002

Nakahata, Y., Sahar, S., Astarita, G., Kaluzova, M., and Sassone-Corsi, P. (2009).
Circadian control of the NAD+ salvage pathway by CLOCK-SIRT1. Science 324,
654–657. doi: 10.1126/science.1170803

Nicaise, V., Joe, A., Jeong, B. R., Korneli, C., Boutrot, F., Westedt, I., et al. (2013).
Pseudomonas HopU1 modulates plant immune receptor levels by blocking the
interaction of their mRNAs with GRP7. EMBO J. 32, 701–712. doi: 10.1038/
emboj.2013.15

Nusinow, D. A., Helfer, A., Hamilton, E. E., King, J. J., Imaizumi, T., Schultz, T. F.,
et al. (2011). The ELF4-ELF3-LUX complex links the circadian clock to diurnal
control of hypocotyl growth. Nature 475, 398–402. doi: 10.1038/nature10182

Oakenfull, R. J., and Davis, S. J. (2017). Shining a light on the Arabidopsis circadian
clock. Plant Cell Environ. 40, 2571–2585. doi: 10.1111/pce.13033

Oh, E., Kim, J., Park, E., Kim, J. I., Kang, C., and Choi, G. (2004). PIL5,
a phytochrome-interacting basic helix-loop-helix protein, is a key negative
regulator of seed germination in Arabidopsis thaliana. Plant Cell 16, 3045–3058.
doi: 10.1105/tpc.104.025163

O’Neill, J. S., Maywood, E. S., Chesham, J. E., Takahashi, J. S., and Hastings, M. H.
(2008). cAMP-dependent signaling as a core component of the mammalian
circadian pacemaker. Science 320, 949–953. doi: 10.1126/science.1152506

Oswald, O., Martin, T., Dominy, P. J., and Graham, I. A. (2001). Plastid redox
state and sugars: interactive regulators of nuclear-encoded photosynthetic gene
expression. Proc. Natl. Acad. Sci. U.S.A. 98, 2047–2052. doi: 10.1073/pnas.98.4.
2047

Panda, S., Poirier, G. G., and Kay, S. A. (2002). tej defines a role for poly(ADP-
ribosyl)ation in establishing period length of the Arabidopsis circadian
oscillator. Dev. Cell 3, 51–61. doi: 10.1016/s1534-5807(02)00200-9

Park, D. H., Somers, D. E., Kim, Y. S., Choy, Y. H., Lim, H. K., Soh, M. S.,
et al. (1999). Control of circadian rhythms and photoperiodic flowering by the
Arabidopsis GIGANTEA gene. Science 285, 1579–1582. doi: 10.1126/science.
285.5433.1579

Paul, M. J., and Foyer C. H. (2001). Sink regulation of photosynthesis. J. Exp. Bot.
52, 1383–1400.

Perea-García, A., Andrés-Bordería, A., Mayo De Andrés, S., Sanz, A., Davis, A. M.,
Davis, S. J., et al. (2015). Modulation of copper deficiency responses by diurnal
and circadian rhythms in Arabidopsis thaliana. J. Exp. Bot. 67, 391–403. doi:
10.1093/jxb/erv474

Perea-Garcia, A., Sanz, A., Moreno, J., Andres-Borderia, A., De Andres, S. M.,
Davis, A. M., et al. (2016). Daily rhythmicity of high affinity copper transport.
Plant Signal. Behav. 11, e1140291. doi: 10.1080/15592324.2016.1140291

Pfannschmidt, T., Bräutigam, K., Wagner, R., Dietzel, L., Schröter, Y., Steiner, S.,
et al. (2009). Potential regulation of gene expression in photosynthetic cells by
redox and energy state: approaches towards better understanding. Ann. Bot.
103, 599–607. doi: 10.1093/aob/mcn081

Philippou, K. (2015). Identification and Genetic Analysis of Metabolic –
Transcriptional Interactions within the Circadian System of Arabidopsis thaliana.
Köln: University of Cologne.

Philippou, K., Ronald, J., Sanchez-Villarreal, A., Davis, A. M., and Davis, S. J.
(2019). Physiological and genetic dissection of sucrose inputs to the Arabidopsis
thaliana circadian system. Genes 10:334. doi: 10.3390/genes10050334

Pitzschke, A., Forzani, C., and Hirt, H. (2006). Reactive oxygen species signaling in
plants. Antioxid. Redox Signal. 8, 1757–1764.

Plautz, J. D., Straume, M., Stanewsky, R., Jamison, C. F., Brandes, C., Dowse, H. B.,
et al. (1997). Quantitative analysis of Drosophila period gene transcription in
living animals. J. Biol. Rhythms 12, 204–217.

Pokhilko, A., Fernandez, A. P., Edwards, K. D., Southern, M. M., Halliday, K. J., and
Millar, A. J. (2012). The clock gene circuit in Arabidopsis includes a repressilator
with additional feedback loops. Mol. Syst. Biol. 8:574. doi: 10.1038/msb.
2012.6

Pokhilko, A., Hodge, S. K., Stratford, K., Knox, K., Edwards, K. D., Thomson,
A. W., et al. (2010). Data assimilation constrains new connections and
components in a complex, eukaryotic circadian clock model. Mol. Syst. Biol.
6:416. doi: 10.1038/msb.2010.69

Ramsey, K. M., Yoshino, J., Brace, C. S., Abrassart, D., Kobayashi, Y., Marcheva, B.,
et al. (2009). Circadian clock feedback cycle through NAMPT-mediated NAD+
biosynthesis. Science 324, 651–654. doi: 10.1126/science.1171641

Rivas-San Vicente, M., and Plasencia, J. (2011). Salicylic acid beyond defence: its
role in plant growth and development. J. Exp. Bot. 62, 3321–3338. doi: 10.1093/
jxb/err031

Robertson, F. C., Skeffington, A. W., Gardner, M. J., and Webb, A. A. (2009).
Interactions between circadian and hormonal signalling in plants. Plant Mol.
Biol. 69, 419–427. doi: 10.1007/s11103-008-9407-4

Frontiers in Physiology | www.frontiersin.org 16 June 2020 | Volume 11 | Article 429

https://doi.org/10.1073/pnas.1209148109
https://doi.org/10.1038/emboj.2009.297
https://doi.org/10.1016/j.cub.2018.01.001
https://doi.org/10.1104/pp.17.01611
https://doi.org/10.1038/msb4100102
https://doi.org/10.1038/msb4100102
https://doi.org/10.1016/B978-0-12-387690-4.00002-7
https://doi.org/10.1016/B978-0-12-387690-4.00002-7
https://doi.org/10.1105/tpc.006734
https://doi.org/10.1038/nature02163
https://doi.org/10.1093/jxb/erj196
https://doi.org/10.1093/jxb/erj196
https://doi.org/10.1104/pp.104.043646
https://doi.org/10.3390/biology8010014
https://doi.org/10.3390/biology8010014
https://doi.org/10.1104/pp.107.096206
https://doi.org/10.1016/0014-4827(75)90499-1
https://doi.org/10.1016/0014-4827(75)90499-1
https://doi.org/10.1038/21190
https://doi.org/10.1038/21190
https://doi.org/10.1016/s0092-8674(03)00429-x
https://doi.org/10.1105/tpc.108.059618
https://doi.org/10.1105/tpc.108.059618
https://doi.org/10.1093/jxb/eru117
https://doi.org/10.1111/j.1399-3054.1962.tb08052.x
https://doi.org/10.1111/j.1399-3054.1962.tb08052.x
https://doi.org/10.1016/j.cell.2008.07.002
https://doi.org/10.1016/j.cell.2008.07.002
https://doi.org/10.1126/science.1170803
https://doi.org/10.1038/emboj.2013.15
https://doi.org/10.1038/emboj.2013.15
https://doi.org/10.1038/nature10182
https://doi.org/10.1111/pce.13033
https://doi.org/10.1105/tpc.104.025163
https://doi.org/10.1126/science.1152506
https://doi.org/10.1073/pnas.98.4.2047
https://doi.org/10.1073/pnas.98.4.2047
https://doi.org/10.1016/s1534-5807(02)00200-9
https://doi.org/10.1126/science.285.5433.1579
https://doi.org/10.1126/science.285.5433.1579
https://doi.org/10.1093/jxb/erv474
https://doi.org/10.1093/jxb/erv474
https://doi.org/10.1080/15592324.2016.1140291
https://doi.org/10.1093/aob/mcn081
https://doi.org/10.3390/genes10050334
https://doi.org/10.1038/msb.2012.6
https://doi.org/10.1038/msb.2012.6
https://doi.org/10.1038/msb.2010.69
https://doi.org/10.1126/science.1171641
https://doi.org/10.1093/jxb/err031
https://doi.org/10.1093/jxb/err031
https://doi.org/10.1007/s11103-008-9407-4
https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/physiology#articles


fphys-11-00429 June 16, 2020 Time: 18:49 # 17

Philippou et al. SA Can Set the Clock

Roenneberg, T., and Merrow, M. (1999). Circadian systems and metabolism. J. Biol.
Rhythms 14, 449–459.

Ronald, J., and Davis, S. (2017). Making the clock tick: the transcriptional landscape
of the plant circadian clock [version 1; referees: 2 approved]. F1000 Res. 6:951.
doi: 10.12688/f1000research.11319.1

Rust, M. J., Golden, S. S., and O’shea, E. K. (2011). Light-driven changes in energy
metabolism directly entrain the cyanobacterial circadian oscillator. Science 331,
220–223. doi: 10.1126/science.1197243

Rutter, J., Reick, M., Wu, L. C., and Mcknight, S. L. (2001). Regulation of clock
and NPAS2 DNA binding by the redox state of NAD cofactors. Science 293,
510–514.

Salomé, P. A., Michael, T. P., Kearns, E. V., Fett-Neto, A. G., Sharrock, R. A., and
McClung, C. R. (2002). The out of phase 1 mutant defines a role for PHYB in
circadian phase control in Arabidopsis. Plant Physiol. 129, 1674–1685.

Sánchez, A., Shin, J., and Davis, S. J. (2011). Abiotic stress and the plant circadian
clock. Plant Signal. Behav. 6, 223–231.

Sánchez-Villarreal, A., Shin, J., Bujdoso, N., Obata, T., Neumann, U., Du, S. X.,
et al. (2013). TIME FOR COFFEE is an essential component in the maintenance
of metabolic homeostasis in Arabidopsis thaliana. Plant J. 76, 188–200.

Shin, J., Du, S., Bujdoso, N., Hu, Y., and Davis, S. J. (2013). Overexpression and
loss-of-function at TIME FOR COFFEE results in similar phenotypes in diverse
growth and physiological responses. J. Plant Biol. 56, 152–159.

Shin, J., Heidrich, K., Sanchez-Villarreal, A., Parker, J. E., and Davis, S. J. (2012).
TIME FOR COFFEE represses accumulation of the MYC2 transcription factor
to provide time-of-day regulation of jasmonate signaling in Arabidopsis. Plant
Cell 24, 2470–2482. doi: 10.1105/tpc.111.095430

Smirnoff, N. (2000). Ascorbate biosynthesis and function in photoprotection.
Philos. Trans. R. Soc. Lond. B Biol. Sci. 355, 1455–1464.

Somers, D. E., Devlin, P. F., and Kay, S. A. (1998). Phytochromes and
cryptochromes in the entrainment of the Arabidopsis circadian clock. Science
282, 1488–1490.

Somers, D. E., Kim, W. Y., and Geng, R. (2004). The F-box protein ZEITLUPE
confers dosage-dependent control on the circadian clock, photomorphogenesis,
and flowering time. Plant Cell 16, 769–782.

Somers, D. E., Schultz, T. F., Milnamow, M., and Kay, S. A. (2000). ZEITLUPE
encodes a novel clock-associated PAS protein from Arabidopsis. Cell 101,
319–329.

Southern, M. M., and Millar, A. J. (2005). Circadian genetics in the model higher
plant, Arabidopsis thaliana. Methods Enzymol. 393, 23–35.

Staiger, D., Shin, J., Johansson, M., and Davis, S. J. (2013). The circadian clock goes
genomic. Genome Biol. 14:208. doi: 10.1186/gb-2013-14-6-208

Strasser, B., Sanchez-Lamas, M., Yanovsky, M. J., Casal, J. J., and Cerdan, P. D.
(2010). Arabidopsis thaliana life without phytochromes. Proc. Natl. Acad. Sci.
U.S.A. 107, 4776–4781. doi: 10.1073/pnas.0910446107

Strayer, C., Oyama, T., Schultz, T. F., Raman, R., Somers, D. E., Más, P., et al.
(2000). Cloning of the Arabidopsis clock gene TOC1, an autoregulatory response
regulator homolog. Science 289, 768–771.

Toth, R., Gerding-Reimers, C., Deeks, M. J., Menninger, S., Gallegos, R. M.,
Tonaco, I. A., et al. (2012). Prieurianin/endosidin 1 is an actin-stabilizing small
molecule identified from a chemical genetic screen for circadian clock effectors
in Arabidopsis thaliana. Plant J. 71, 338–352. doi: 10.1111/j.1365-313X.2012.
04991.x

Toth, R., Kevei, E., Hall, A., Millar, A. J., Nagy, F., and Kozma-Bognar, L. (2001).
Circadian clock-regulated expression of phytochrome and cryptochrome genes
in Arabidopsis. Plant Physiol. 127, 1607–1616.

Uehara, T. N., Mizutani, Y., Kuwata, K., Hirota, T., Sato, A., Mizoi, J., et al.
(2019). Casein kinase 1 family regulates PRR5 and TOC1 in the Arabidopsis
circadian clock. Proc. Natl. Acad. Sci. U.S.A. 116, 11528–11536. doi: 10.1073/
pnas.1903357116

Vanden Driessche, T., Bonotto, S., and Brachet, J. (1970). Inability of rifampicin
to inhibit circadian rhythmicity in Acetabularia despite inhibition of RNA
synthesis. Biochim. Biophys. Acta 224, 631–634.

Webb, A. A. R., Seki, M., Satake, A., and Caldana, C. (2019). Continuous
dynamic adjustment of the plant circadian oscillator. Nat. Commun.
10:550.

Wenden, B., Kozma-Bognar, L., Edwards, K. D., Hall, A. J., Locke, J. C., and Millar,
A. J. (2011). Light inputs shape the Arabidopsis circadian system. Plant J. 66,
480–491. doi: 10.1111/j.1365-313X.2011.04505.x

Wilson, G. T., and Connolly, E. L. (2013). Running a little late: chloroplast Fe status
and the circadian clock. EMBO J. 32, 490–492.

Yabuta, Y., Mieda, T., Rapolu, M., Nakamura, A., Motoki, T., Maruta, T.,
et al. (2007). Light regulation of ascorbate biosynthesis is dependent on
the photosynthetic electron transport chain but independent of sugars in
Arabidopsis. J. Exp. Bot. 58, 2661–2671.

Yanovsky, M. J., Mazzella, M. A., and Casal, J. J. (2000). A quadruple photoreceptor
mutant still keeps track of time. Curr. Biol. 10, 1013–1015.

Yoshida, Y., Iigusa, H., Wang, N., and Hasunuma, K. (2011). Cross-talk between
the cellular redox state and the circadian system in Neurospora. PLoS One
6:e28227. doi: 10.1371/journal.pone.0028227

Zeilinger, M. N., Farré, E. M., Taylor, S. R., Kay, S. A., and Doyle, FJ 3rd
(2006). A novel computational model of the circadian clock in Arabidopsis that
incorporates PRR7 and PRR9. Mol. Syst. Biol. 2:58.

Zhang, C., Gao, M., Seitz, N. C., Angel, W., Hallworth, A., Wiratan, L., et al.
(2019). LUX ARRHYTHMO mediates crosstalk between the circadian clock
and defense in Arabidopsis. Nat. Commun. 10:2543. doi: 10.1038/s41467-019-
10485-6

Zhang, C., Xie, Q., Anderson, R. G., Ng, G., Seitz, N. C., Peterson, T., et al. (2013).
Crosstalk between the circadian clock and innate immunity in Arabidopsis.
PLoS Pathog. 9:e1003370. doi: 10.1371/journal.ppat.1003370

Zhou, M., Wang, W., Karapetyan, S., Mwimba, M., Marques, J., Buchler, N. E., et al.
(2015). Redox rhythm reinforces the circadian clock to gate immune response.
Nature 523, 472–476. doi: 10.1038/nature14449

Conflict of Interest: The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Copyright © 2020 Philippou, Davis, Davis and Sánchez-Villarreal. This is an open-
access article distributed under the terms of the Creative Commons Attribution
License (CC BY). The use, distribution or reproduction in other forums is permitted,
provided the original author(s) and the copyright owner(s) are credited and that the
original publication in this journal is cited, in accordance with accepted academic
practice. No use, distribution or reproduction is permitted which does not comply
with these terms.

Frontiers in Physiology | www.frontiersin.org 17 June 2020 | Volume 11 | Article 429

https://doi.org/10.12688/f1000research.11319.1
https://doi.org/10.1126/science.1197243
https://doi.org/10.1105/tpc.111.095430
https://doi.org/10.1186/gb-2013-14-6-208
https://doi.org/10.1073/pnas.0910446107
https://doi.org/10.1111/j.1365-313X.2012.04991.x
https://doi.org/10.1111/j.1365-313X.2012.04991.x
https://doi.org/10.1073/pnas.1903357116
https://doi.org/10.1073/pnas.1903357116
https://doi.org/10.1111/j.1365-313X.2011.04505.x
https://doi.org/10.1371/journal.pone.0028227
https://doi.org/10.1038/s41467-019-10485-6
https://doi.org/10.1038/s41467-019-10485-6
https://doi.org/10.1371/journal.ppat.1003370
https://doi.org/10.1038/nature14449
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/physiology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/physiology#articles

	Chemical Perturbation of Chloroplast-Related Processes Affects Circadian Rhythms of Gene Expression in Arabidopsis: Salicylic Acid Application Can Entrain the Clock
	Introduction
	Results
	Salicylic Acid Action on the Clock

	Discussion
	Chemical Perturbation of Chloroplast Function Is Reflected in Nuclear Oscillations
	ETCs Affect Nuclear Oscillations
	Photosynthetic Electron Transport Activity Might Be Correlated to Circadian Period

	Materials and Methods
	Plant Materials
	Growth Conditions and Luciferase Imaging
	Data Analysis
	Light/Chemical Pulse Experiments

	Data Availability Statement
	Author Contributions
	Funding
	Acknowledgments
	Supplementary Material
	References


